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Preface

In the preceding volume,! I identified necessary and sufficient conditions for
the existence of a representation of given Newtonian systems via a variational
principle, the so-called conditions of variational self-adjointness.

A primary objective of this volume is to establish that all Newtonian
systems satisfying certain locality, regularity, and smoothness conditions,
whether conservative or nonconservative, can be treated via conventional
variational principles, Lie algebra techniques, and symplectic geometrical
formulations. This volume therefore resolves a controversy on the repre-
sentational capabilities of conventional variational principles that has been
lingering in the literature for over a century, as reported in Chart 1.3.1.2

The primary results of this volume are the following. In Chapter 4,3 I prove
a Theorem of Direct Universality of the Inverse Problem. It establishes the
existence, via a variational principle, of a representation for all Newtonian
systems of the class admitted (universality) in the coordinates and time
variables of the experimenter (direct universality). The underlying analytic
equations turn out to be a generalization of conventional Hamilton equations
(those without external terms) which: (a) admit the most general possible
action functional for first-order systems; (b) possess a Lie algebra structure
in the most general possible, regular realization of the product; and {c)

! Santilli (1978a). As was the case for Volume I, the references are listed at the end of this
volume, first in chronological order and then in alphabetic order.

2 All references to the preceding volume have the prefix “I”, e.g,, Section 1.1.1, Equation
(L.1.1.5). Seript letier .# is used to refer to elements within the Introduction to the present
volume.

3 To stress the continuity with the three chapters of Volume I, those of this volume are
numbered 4, 5, and 6.

xi




xii Preface

characterize a symplectic two-form in its most general possible local and
exact formulation. For certain historical reasons, indicated in the text, I have
called these equations Birkhoff s equations.

In Chapter 5 I present the transformation theory of Birkhoff”s equations.
Essentially, it emerges that, while Hamilton’s equations preserve their
structure only under special classes of transformations (the canonical and
the canonoid), Birkhoff’s equations preserve their structure under arbitrary,
generally noncanonical, transformations. I then present a step-by-step
generalization of the Hamiltonian transformation theory. In addition, I
point out that Birkhoff’s equations can be obtained from Hamilton’s
equations via the use of noncanonical transformations. The inverse reduction
occurs instead via the use of Darboux’s transformations of the symplectic

" geometry. This allows the proof in Chapter 6 of the Theorem of Indirect
Universality of Hamilton's Eguations, according to which conventional
Hamilton equations are unable to represent Newtonian systems at large in
the reference frame of their experimental observation; nevertheless, a
representation can always be achieved via use of the transformation theory.

As has been known since Galilei’s time, physics requires that abstract
mathematical algorithms admit a realization in the frame of the observer.
The inability of Hamilton’s equations to satisfy this fundamental requirement
confirms the need for their Birkhofftan generalization.

The analysis presented in these volumes therefore establishes that the
treatment in the frame of the observer of Newtonian systems with unre-
stricted dynamical conditions requires the use of generalized analytic
formulations for the most general possible first-order Pfaffian action and of
generalized geometric formulations for the most general possible local and
exact two-forms. These occurrences render inevitable a reinspection of Lie’s
theory (enveloping associative algebras, Lie algebras, and Lie groups) to
achieve a form which is directly compatible with the generalized analytic
and geometric formulations—that is, a form which is classically of non-
canonical character and quantum mechanically of predictable nonunitary
character. This study is conducted in the final stage of a program where the
existence of generalized algebraic formulations is shown. These formulations
essentially consist of a reformulation of Lie’s theory that is directly applicable
to the most general possible associative envelopes, the most general possible
non-Hamiltonian/Birkhoffian realizations of the Lie product, and the most
general possible noncanonical/nonunitary structures of the Lie groups. By
keeping in mind that Lie’s theory was developed for the simplest possible
associative product X;X; of the envelope, the simplest possible form
X, X; — X; X, of the Lie product, and the simplest possible structure exp §°X;
of the Lie groups, the need for the reformulation under consideration is self-
evident. I have called the emerging formulations isotopic generalizations,
where the term “isotopic” expresses the preservation of the primary analytic,
Lie, or symplectic character.

In this way, we see the emergence of the foundations of a Birkhoffian
Generalization of Hamiltonian Mechanics which
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1. applies to a class of physical systems broader than that for which
Hamiltonian Mechanics was conceived-—systems with action-at-a-
distance, potential, self-adjoint forces, as well as contact, non-
potential, non-self-adjoint forces;

2. is based on an isotopic generalization of the analytic, algebraic, and
geometric methods of Hamiltonian Mechanics; and

3. is capable of recovering Hamiltonian Mechamcs identically when all
non-self-adjoint forces are null.

A number of applications to systems of ordinary differential equations in
Newtonian Mechanics, Space Mechanics, Statistical Mechanics, Engineering,
and Biophysics are presented during the course of our analysis, with more
specific treatment appearing in Chapter 6. With the understanding that
quantum mechanical profiles are beyond the scope of this volume, I have
briefly indicated the existence of an isotopic generalization of Heisenberg’s
equations, as well as of 2 number of related quantum mechanical aspects, for
the description of particles under action-at-a-distance, potential interactions,
as well as contact, nonpotential interactions, which are conceivable under
mutual wave penetration, and overlap. Therather old (and currently dormant)
problem of the generalization of Quantum Mechanics is therefore brought
to life in an intriguing and direct way by the Birkhoflian Generalization of
Hamiltonian Mechanics. Regrettably, for the sake of brevity I have been
forced to ignore several additional, equally intriguing developments such as
the extension of Birkhoffian Mechanics to field theory—a study which has
already been initiated in the literature.*

The mathematically inclined reader should be informed from the outset
that I have given priority of presentation to methods and insights, not only
in local coordinates but also within a single fixed system of variables, those
relative to the observer, The use of transformation theory is presented only
as a second phase of study. Finally, generalization via coordinate-free, global,
and geometric approaches is presented as a more advanced approach. This
style of presentation implies a reversal of the priorities of contemporary
mathematical studies, particularly those of geometric character, but it is
dictated by specific pedagogical and technical needs.

On pedagogical grounds, my teaching experience has suggested that it is
best to expose students first to geometric structures in specific local variables
and show that the essential geometric propertics persist under arbitrary (but
smoothness- and regularity-preserving) transformations of the local vari-
ables. Then the students may be brought, in a progressive motivated way,
to advanced coordinate-free techniques.

The technical reasons for giving priority to formulating the methods in
local variables are even more pressing than the pedagogical ones. In fact,
the crucial inability of conventional Hamilton equations to represent New-
tonian systems in the frame of the observer can be identified only via the
local formulation of the theory because, at the abstract, coordinate-free level,

* Kobussen (1979).
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Hamilton’s and Birkhoffs equations are indistinguishable. At any rate, a
primary function of the Inverse Problem is to provide methods for the
computation of an analytic representation of specific differential equations
in specific local variables. Clearly, this task can be accomplished most
effectively via the local formulation of the theory.

These priorities should not be interpreted as denying the need for global
techniques. On the contrary, these techniques will be quite useful throughout
our study, particularly in proving the main theorems.

This work reflects the organization of Volume I: a main text, a series of
charts,’ illustrative examples, and problems, The main text is devoted to
the simplest possible presentation of the techniques in local variables, The
charts complement the presentation through more advanced topics in
Abstract Algebras, Functional Analysis, Differential Geometry, and other
disciplines. The examples are intended to illustrate only the most important
aspects. Finally, the problems are designed to test the student’s understanding
of the basic ideas and methods and to evaluate the student’s capability for
practical applications.

The relevance of the analysis presented in this and the preceding volume
can be indicated essentially as follows. Within the context of Theoretical
Physics, the methods presented permit the identification and treatment of a
new class of interactions called “closed non-self-adjoint” (Chapter 6). These
interactions verify the conventional conservation laws of total quantities
(closure), yet the internal forces are partially of action-at-a-distance, potential
type and partially of contact, nonpotential type (non-self-adjointness).
The interactions of primary interest in contemporary physics (e.g., electro-
magnetic interactions and the unified gauvge theories of weak and electro-
magnetic interactions) turn out to be of the closed self-adjoint type upon the
extension of the methods to relativistic and field theoretical settings (Santilli
1977a,b,c, and 1978b).

In essence, the transition from closed self-adjoint to non-self-adjoint
interactions is given by the replacement of pointlike constituents with
extended constituents under sufficiently small mutual distances. Points can
only interact at a distance, thus admitting only sel-adjoint interactions,
Extended objects, on the contrary, whether particles or waves, admit the
additional contact interactions for which the notion of potential energy has
no physical basis. Thus they are of the non-self-adjoint type. The former
interactions are of Lagrangian/Hamiltonian type, while 2 necessary condi-
tion for the latter interactions to be truly non-self-adjoint is that they are not
of Lagrangian/Hamiltonian type in the frame of the observer; yet they can
be treated via the Birkhoffian Mechanics and related isotopic generalization

% As in Volume I, the term “chart” is used in its nautical sense of “guiding” the student
through the main ideas of a more advanced topic, while providing selected references for sub-
sequent studies.

S For the reader's convenience, some of the theorems of self-adjointness of Volume 1 are
reviewed in the Introduction and in Section 4.1.
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of analytic, algebraic, and geometric methods. The conceptual and technical
advances are self-evident.

A rather forceful Newtonian example of closed non-self-adjoint inter-
actions is given by our Earth. If considered isolated from the rest of the uni-
verse, the Earth verifies the conservation of total physical quantities, but
the interior motions are of the non-self-adjoint type, as is the case for satellites
during reentry into our atmosphere, spinning tops with drag torques, etc.

It is often argued that nonpotential forces are due to the “immaturity” of
the Newtonian description, and that the local/potential/Lagrangian or
Hamiltonian nature is recovered in full when passing to elementary con-
stituents of matter. This view has been criticized in recent times because it is
based on the pointlike abstraction of the elementary constituents and because
it ignores the experimentally established conditions of mutual wave over-
lappings for all interior problems under strong interactions, such as the
structures of nuclei, of strongly interacting particles (hadrons), and of stars.
At any rate, the idea that the experimentally established nonpotential
Newtonian interactions can be reduced to a large collection of potential
interactions has no practical computational value (owing to the large number
of constituents of macroscopic bodies). It has no experimental support at
this time, is therefore merely a scientific belief, and when subjected to an
actual mathematical study, is afflicted by a host of consistency problems such
as the need to recover nonpotential dynamics via a large collection of
potential ones.

In different terms, the Newtonian description of the structure of our Earth
with its established potential and nonpotential forces in local or nonlocal’
treatment, is a model of invaluable guidance in the study of the more complex
structures of nuclei, hadrons, and stars, rather than knowledge to be by-
passed via pointlike abstractions of the elementary constituents. To put it
quite candidly, I have conducted most of these studies because of the poss-
ibility that our Earth can be viewed as a Newtonian image of the structure of
hadrons, in the same way as our solar system is seen as a Newtonian image

of the structure of atoms.
Once the closed non-self-adjoint interactions are acknowledged either as

an experimentally established reality (classical mechanics) or as a possibility
(particle physics), the relevance of the methods of these volumes becomes
self-evident. In fact, by recalling that the broader interactions considered, by
conception, cannot be directly treated via Hamilton’s (or Heisenberg’s)
Mechanics, the methods employed in these volumes permit the use of
rigorous analytic, algebraic, and geometric techniques which would otherwise
be precluded. Besides the evident classical applications, the methods are
potentially useful for the future experimental resolution of the preblem of the
structure of strong inferactions; that is, whether the ultimate structure of the

7 It should be stressed that this volume in general, and Birkhoff’s equations in particular,
treat local non-self-adjoint interactions. The nonlocal non-self-adjoint interactions demand a
generalization of Birkhoff{Lie/symplectic formulations, e.g., into the so-called Lie-admissible
Jormulations (see Chart 4.7),




xvi Preface

universe can be reduced to a collection of points, or a substantially more
complex reality must sooner or later be acknowledged.

The relevance of the methods in Engineering is equally self-evident,
Engineering systems are non-self-adjoint as a rule and are self-adjoint only
in very special cases. I am referring to computer or electric systems inclusive
of internal losses, trajectory problems with follower forces, etc. The tech-
niques presented in these volumes allow the computation of an action func-
tional for all these systems, by treating them via well-established methods
such as the canonical perturbation theory and the Hamilton-Jacobi theory.

The reader can now see the relevance of the Inverse Problem for other
disciplines, such as Space Mechanics, Statistical Mechanics, Biophysics, etc.

This volume originated in the following way. In Volume I, I reported on
studies of the integrability conditions for the existence of a Lagrangian as
available in the [iterature and presented my own work on the independent
existence of a Hamiltonian (i.c., existence of a Hamiltonian without prior
knowledge of a Lagrangian). I also presented my methods for the computa-
tion of these functions from the equations of motion, when the integrability
conditions are verified. I identified the capability of these functions to repre-
sent both potential and non-potential forces and treated a number of com-
plementary aspects.

While conducting these studies, I became aware that the violation of the
integrability conditions for the existence of a Lagrangian, or independently,
of a Hamiltonian, is the rule in practical cases and that their verification is
the exception. Although I have no available evidence, I believe that this
restrictive character of the conditions of self-adjointness has been known
since the early studies on the Inverse Problem in the last century, and this
resulted in the subsequent lack of significant attention to the problem in
both the mathematical and physical literature, as reported in the Introduc-

tion to Volume L
Clearly, in order to reach a level of practical effectiveness, I had to “solve

the Inverse Problem.” That is, I had to identify methods capable of turning
all non-self-adjoint systems of the class admitted into equivalent self-adjoint
forms for which an action functional can (at least formally) be computed.

After a considerable library search (in addition to that reported in Volume
I), I succeeded in tracing efforts back to Mayer (1896); additional relevant
contributions were made by Davis (1931) and Havas (1957). All these con-
tributions deal specifically with the Indirect Lagrangian Problem and are
reported in the Appendix along with the Newtonian reduction of my field
theoretical studies on the topic (Santilli (1977c)).

-Even though the methods permitted the construction of Lagrangian
representations for genuine nonconservative nonpotential systems, the lack
of direct universality of the Inverse Lagrangian Problem was soon es-
tablished.® This situation called for additional efforts. At this point the

8 1 should indicate from the outset that these limitations refer specifically to the Lagrangians
of contemporary use in theoretical physics, those depending at most on the velocities (first-order
Lagrangians).
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Independent Inverse Hamiltonign Problem became crucial. In essence,
in Volume I, T had established the symbiotic character of the conditions of
self-adjointness for first-order systems by ensuring: 1) the derivability from a
variational principle, 2} the Lie algebraic character, and 3} the symplectic
geometric structure. As indicated in Volume I, Hamilton’s equations are
only a particular case of these conditions of sglf-adjointness. The existence
of more general equations preserving the analytic, algebraic, and geometric
character was then ensured. I therefore proceeded to the identification of
these broader equations as the most general possible form permitted by
the conditions of self-adjointness. In this way, I “rediscovered” equations
which had been proposed by Birkhoff (1927) without the algebraic and
geometric techniques of the Inverse Problem. Their direct universality for
systems of first-order ordinary differential equations resulted from an
unexpected property identified by Havas (1973). Unlike second-order
systems, first-order systems always admit (under sufficient topological
conditions) a regular matrix of integrating factors which produces an
equivalent self-adjoint form, The Birkhoflian representation of the systems
is then consequential, and its explicit form can be computed via the Converse
of the Poincaré Lemma {Section 1.1.2). These studics are presented in Chapter
4, jointly with a number of complementary topics such as the indirect
Birkhoffian representation of Hamilton’s equations, the algebraic signifi-
cance of the self-adjointness inducing and preserving transformations of the
equations of motion, etc.

The next step of my studies was predictable and consisted of reducing a
direct Birkhoffian representation into an indirect Hamiltonian form through
the transformation theory. By noting that the former is characterized by
a general exact symplectic structure, while the latter is characterized by the
fundamental one, the reduction is done simply by a Darboux’s transforma-
tion. This is, in essence, the Theorem of Indirect Universality of the Hamil-
tonian Representations, presented in Chapter 6 by using variational self-
adjointness and its algebraic/geometric structures. Not surprisingly, the
theorem was conceived first by Lie (1871) who, as part of the pioncering
studies on the algebras and groups carrying his name, also probed the
universality of their application to ordinary® differential equations. Sub-
sequently, the problem was reinspected by Koenigs (1895), and the theorem is
sometimes referred to in specialized literature as the Lie-Koenigs Theorem.
This theorem is presented in this volume, however, for its direct geometric
content (a manifestation of Darboux’s theorem), rather than for its algebraic
interpretation, as generally presented in the existing literature.

Needless to say, secing in this way that the Inverse Problem always admits
a solution was rewarding for me, but, as the mature researcher well
knows, whenever primary research objectives have been achieved, it is time
to provide the utmost possible critical examination of the results. My sub-
sequent efforts have been devoted to the implications of the indirect nature of

° I am not aware of attempts by Sophus Lie to apply his theory to nonlocal/integro-differ-
ential systems.
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the universality of Hamiltonian representations. The results are presented
as an application of the Theorem of Indirect Universality and consist of a
technical identification of the fact that Galilei’s relativity does not hold for
Newtonian systems at large (closed non-sclf-adjoint systems of extended
particles) and does hold for only a special class of systems (closed self-adjoint
systems of particles admitting an effective pointlike approximation). This
identiftes the problem of the possible generalization of Galilei’s relativity
for closed non-self-adjoint systems via the isotopic generalization of con-
ventional Hamiltonian, Lie, and symplectic techniques, which is, perhaps,
the most intriguing aspect of our analysis.

My studies therefore confirm the traditional pattern of a continuing
scientific process. The Theorems of Direct and Indirect Universality of
Analytic Representations do indeed solve the most crucial aspects of the
Inverse Problem. Jointly, however, the theorems identify new, rather funda-
mental, open problems, with particular reference to the relativity and under-
lying physical laws which are applicable to contact/nonpotential/non-seif-
adjoint interactions,

I can therefore conclude by saying that Newtonian mechanics, rather
than having reached a terminal stage, is still open to new, potentially funda-
mental advances.

March 26, 1981 RUGGERO MARIA SANTILLI
The Institute for Basic Research
Cambridge, Massachusetts
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Introduction

The study of the systems of particles occurring in our environment has
established the existence of a considerable variety of forces, such as
Newtonian and non-Newtonian, potential and nonpotential, or local and
non-local forces.

I.a Newtonian and Non-Newtonian Forces

Forces in Euclidean space E; with local coordinates r (or in configuration
space with generalized coordinates, g*, k = 1, 2, ..., n)! are called New-
tonian when they are independent of the accelerations and depend in
general on time ¢, coordinates r, and velocities i, F = F(t, r, ) (or F =
F(t, g, ¢)). The following are familiar examples of Newtonian forces:

F= —kr, F = —yi, F= i%ao’—r; reE, (£.1)

Forces with an explicit dependence on the accelerations, F = F(t, r, §, ¥),
are called non-Newtonian because they generally violate some of the
principles of Newtonian mechanics (e.g., the principle that total accelera-
tion is given by the vectorial sum of the accelerations produced by each

! The notations of the preceding volume will be maintained throughout this volume (boldface
letters for vectors, sum of repeated indices, etc.). They wilt be defined in footnotes only when
necessary, Script letter # is used to refer to elements within the Introduction of the present
volume.
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individual force). Examples of acceleration-dependent forces occur in
radiation damping, or in systems of coupled oscillators (where they are
sometimes called acceleration couplings).?

I.b Potential and Nonpotential Forces

A Newtonian force F(z, r, i) it said to be potential (nonpotential) when it
verifies (does not verify) the integrability conditions for the existence of a
potential energy Ut, r, i) according to the rule

ou dau

(£.2)
Potential forces represent action-at-a-distance interactions (e.g., Cou-

lomb interactions). Nonpotential forces represent instead contact inter-
actions (e.g., interactions occurring for motion within a resistive medium.?

I.c Local and Nonlocal Forces

Consider a system of particles moving in vacuum at large mutual distances.
In this case the shape and structure of the objects do not affect the dy-
namics. The objects can then be approximated as massive points. Under
these conditions, the forces are local, in the sense that they occur at a
number of isolated points. Nonlocal forces occur instead in the motion of
extended objects within a resistive medium (e.g., a satellite in Earth’s
atmosphere) and in other systems whose dynamic evolution is affected
by the shape and structure of the objects. In this case the forces call for a
suitable integral form which represents the action occurring at all points
of the surface (or volume) of the objects; e.g.,

F=- fj df’K([’ r, 'r’: i', i-'a .. ’)! (j3)

with the understanding that the non-locality can also be in time (see
Mittelstaedt (1970) and, more recently, Trostel (1982)).

It is evident that local forces are often an approximation of nonlocal forces.
In fact, forces of type (#£.3) are often approximated in mechanics via power-

2 For more details sec Volume I, Appendix A.6.

3 The reader should keep in mind the classification of Newtonian systems into conservative,
dissipative, and dynamical (ot nonconservative), given in Volume I, Appendix LA, for which the
tolal mechanical energy is conserved, monoctonically non-increasing in time, and arbitrarily
(but continuous) varying in time, respectively. Only the conservative systems of this classification
admit potential forces. The forces of all the remaining systems are generally nonpotential.
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series expansions in the velocities truncated at a power selected on the basis
of experimental information,

f dsK(t, 1, by .. ) & pik + 75 E|E + pab2E 4+ -o-. (£4)

For instance, the simplest conceivable resistive force is given by the ex-
pression linear in the velocity F = —y, . A first improvement of the approxi-
mation c¢an be accomplished by adding a term quadratic in the velocity,
F = —y,f — y,|i|k The subsequent umprovement, which is needed particu-
larly for high speed, 1s given by adding a term cubic in the velocity, F =
=yt — 2| B[k — y3#%F, thus yielding a truncated power series of type (.£.4).

The analysis of the preceding volume has been restricted to local New-
tonian forces which are either potential or nonpotential. The study of
non-Newtonian and/or nonlocal forces will be excluded from this volume as
well (apart from occasional mention). In Chapters 1.2 and 1.3 we established
the integrability conditions for a force to be of potential type, which became
known as the conditions of variational self-adjointness. The methods for the
computation of a potential from the force, when all integrability conditions
are verified, were also established.

Reviewing the following elemental properties may be advantageous.

Theorem #.1  (Self-Adjoint Newtonian Forces, Theorem 1.2.2.2, p. 1.67,
and Charts 1.3.8 and 1.3.9, pp. I. 192-1.195). A necessary and sufficient
condition for a local class 6* Newtonian force F(t,1, 1) to be derivable from a
potential U(t, v, ) according to Rule (#.2), is that the force is at most linear in
the velocity, i.e., it is of the type

Fi = pij(r! r)rJ + Ji(t’ I‘), ls.] =X MWz ("JS)
and all the following conditions of variational self-adjointness
Pij + pji = 0 (j.6a)
0pij | Opp | Opu _
6r"+-67_+ﬁ_0’ . (£.6b)
Opy; _ do; 0oy
o @ (£:69

are identically verified in a star-shaped neighborhood of a point (¢, r). In this
case the potential can be computed from the force according to the rule

1
U= — f dt Fi{t, tr, H) (F£.7)
0

= Bi(t, %" + C(t, 1).

The relativistic extension of the theorem has been studied in Santilli
(1978b) and the field-theoretic generalization in Santilli (1977a,b,¢).
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As clearly established by Theorem #.1, the conditions of self-adjointness
constitute a mathematical tool for the rigorous treatment of the physical
notion of potential. When all the conditions of the theorem are verified, we
have a self-adjoint force Fg,, and a potential exists. When at least one of the
conditions of the theorem is violated, we have a non-self-adjoint force Fyg,,
and a potential does not exist.*

Corollary #.1a. A necessary condition for a function U(1, 1; t) to be the
potential of a Newtonian force is that it is at most linear in the velocity.

This property is clearly a consequence of condition (.£.5), and it is expressed,
via the last form of (#.7). It has been recalled here because of a tendency in the
contemporary literature of theoretical physics (particularly in high energy
physics) to call “potential” any sufficiently smooth function U(t, r, ). As we
shall see, unless the condition of linearity in the velocity is met, the potential
Uz, r, ) is really representative of nonpotential forces.

When all forces are self-adjoint, the equation of motion for an uncon-
strained Newtonian particle in Euclidean space admits the so-called ordered
direct Lagrangian representations (Section 1.3.4)

SaE =M RAenE, k=123 (F.8a)

L= %mi‘2 — Utt, 1, E). (£.8b)

with a natural generalization to a system of particles.

The integrability conditions for the existence of these representations were
studied in detail in the preceding volume for the more general case of local
Newtonian systems with holonomic constraints, the so-called fundamental
form of the equations of motion in configuration space (Section LA.7)

Aki(rs q, q)ql + Bk(ts q, q) = 0: k = 1; 2; ceey ('—'69)

Unconstrained Newtonian systems are a particular case of this form obtain-
able via the identification of the generalized coordinates g* with the Cartesian
coordinates 7' in a given ordering and of the term 4;; with the mass tensor

md;;.

4 One of the most general self-adjoint forces possible is the Lorentz force F = e¢(E + f x B).
In fact, besides being linear in the velocity, the force has the most general possible structure
verifying all the conditions of Theorem #.1 (see Example 1.2.7, p. 1.105, for detail). Non-self-
adjoint forces are structurally more general than the Lorentz force because they are generally
nonlinear in the velocity. Notice, however, that linear velocity-dependent drag forces F = —yit
are non-self-adjoint because they violate conditions (#.6a). Notice also that velocity-independent
non-self-adjoint forces are conceivable.
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Lagrange’s equations® in configuration space are given by the familiar
form

doL(t.g. ) 0L d)
i 84 g
azL azL aZL 6L

* The reader should recall from the preceding volume that the equations customarily referred
to as “Lagrange’s equations” (and “Hamilton’s equations™) in the contemporary physical
and mathematical literature are nor the equations eriginally conceived by Lagrange and Hamil-
ton. The latter are those with external forces, i.e.,

qa o
dtdgt ot "
o

" Lol
e 517;:’ P dg* .
Only since the beginning of this century have the “true™ Lagrange’s and Hamilton’s equations
been “truncated” via the removal of the external terms, by acquiring the form of conventional
contemporary use. The methodological implications of this “truncation™ are considerable.
Hamilton’s equations without external terms possess a Lie algebra structure, while those with
external terms violate the conditions for a Lic algebra and verify instead those for a more general
algebra called Lie-admissible (Santilli (1978c), Myung, Okubo, and Santilli (1978 a,b)). This
volume (as well as the preceding one) is devoted to the uverse Lie Problem, that is, to the methods
for the construction of a representation of given, generally nonconservative systems, via equa-
tions possessing a Lie algebra structure, The use of the equations originally conceived by
Lagrange and Hamilton characterizes instead the more general Inverse Lie-Admissible Problem,
This latter problem will not be considered in this volume, apart from a few incidental comments
(see Chart 4.7).

Finally we should indicate here that the extension of (#.10) to field theory which is rather
universally used in the contemporary physical literature,

J 8% 0¥ et
—_—— =0, =0,L23 k=12..., b= T
ax* dpl  dgk A N P = o

is erroneous under the known, internationally accepted meaning of the symbol 9/8x* as repre-
senting partial derivatives. The correct equations are those with rotal derivatives didx* as in
(.#.10) and are explicitly given by

i 0¥ 0w i:a+i:a+a}as’ oz

dxF dgh Bt Phiv Bl \C dot  axt] dpl  dgt
_i( P2 FeN P 008 e
T2 \ogldgt " Sgkagi) T T dgkg’ Tt o ogf  ogb

The erroneous character of the equations with a partial derivative has been established by San-
1illi (1977a,b,c) by proving that the equations are not self-adjoint, and therefore they are not deriv-
able from a variational principle, contrary to a rather popular belief. Note that for quadratic
Lagrangians the equations formally yield correct equations of motion. However, for sufficiently
nontrivial Lagrangian structures, the equations with partial derivatives yield wrong field equa-
tions, trivially, because of the omission of several terms. Predictably, this is an occurrence of the
physical literature without a counterpart in the mathematical literature. For instance, the mathe-
matical literature in the calculus of variations for multiple integral path functions unanimously
uses and stresses the need of total derivatives in the Euler’s necessary condition,
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A crucial property for the existence of a representation of (#.9) with (#.10)
is given by the following theorem.

Theorem .#.2 {(Self-Adjointness of Lagrange’s Equations, Theorem
1.3.3.1, p.1.118). Regular class 4> Lagrange’s equations (#.10) are always
self-adjoint (thgt is, they are self-adjoint for all possible Lagrangians
L1, ¢, 9)).

A main result of the preceding volume was the following property.

Theorem .#.3 (Fundamental Analytic Theorem for Configuration Space
Formulations, Theorem 13.5.1, p. 1.131, and Chart 1.3.11 p..196). A
necessary and sufficient condition for a local system (F.9) which is well-
defined, of at least class €°, and regular in a star-shaped region Z* of the
variables (t, q, §), to admit an ordered® direct analytic representation in terms
of Lagrange’s equations in *,

a EJI - @‘- = Aki(ta q, Q)q + Bk(t: q, Q); (jll)

¢ The ordering refers to the equations of motion and to Lagrange’s equations, under the
condition that these independently selected orderings verify identities (#.11). To elaborate on
this important point, consider the equations of motion. The first step for the construction of a
Lagrangian (or a Hamiltonian) is the selection of the ordering in which the individual equations
will be treated. This ordering is quite important for the Inverse Problem, because the self-
adjointness or non-self-adjointness of a system is not necessarily invariant under permutations of
the ordering. This property was illustrated in Volume I a number of times. For instance, system
(1.3.4.13) or (1.3.4.19), pp. 1.125-L126, i.,

{511 + by + w'q =0
d2 — b, + wigy; =0

g, — by + @Pqy =0
g + b +0fq, =0

is non-self-adjoint in the ordering (g;, g,) and seif-adjoint in the permuted ordering (g2, 41)- A
fully similar sitation occurs for Lagrange’s equations which are self-adjoint in the ordering
k = 12345, etc, but generally non-self-adjoint in an arbitrarily selected ordering, e.g.,
k = 54,1,2,3, ete. In conclusion, the left-hand side of Identities {#.11) has the natural ordering
k = 12,3, etc., while the right-hand side has, in general, a different ordering, always selected in
such a way that Identitie (#.11) hold for a given Lagrangian. This situation was illustrated in
Section 1.3.4 with the example

L = 414, + (g, — 4192} + @714z,

d 8L OL
aa_g‘; _ ffz_b@2+“’2°I2)
d 8L AL - ("1'1 + by + @*q/)
dt g, Oq,

where Lagrange’s equations have the ordering {g,, q;), and the equations of motion have the
inverted ordering (¢., ¢,). It is hoped that these remarks provide more details on the notion
of ordering introduced in Section 1.3.4.
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is that all the following conditions of variational self-adjointness of the
equations of motion are verified in &*:

Ay = Ay, (#.12a)
% - %_4%, (#.12b)
‘;’: ; %"i 2 { e Z }AU, (4.120)

In this case a Lagrangian can be computed from the equations of motion
according to the rule

1
L=—¢ f d2LAy(t, 10, 70)d + Bylt, g, w)]
0

d L .
+— f dt f atv’ 1q* A, (t, 1q, TT'§)". (£.13)
dt Jo 0

Alternative methods for the computation of a Lagrangian were provided
in Section 1.3.6. An interpretation of the structure of the Lagrangian was
conducted in Section 1.3.7. A number of additional properties and examples
completed the study.

In order to complete the analysis of Volume I, in the Appendix of this
volume we shall identify the limitations of Lagrange’s equations, with partic-
ular reference to their inability to represent a sufficiently broad class of local,
Newtonian, non-potential systems in the frame of the observer. These
limitations have motivated the search for a generalization of the Hamiltonian
Mechanics reported in the main chapters of this volume.

It should be indicated from the outset that the limitations considered refer
to Lagrange’s equations of the contemporary literature, those in first-order
Lagrangians (i.e., Lagrangians for which the maximal total derivative of the
dependent variable is of first-order, L = L(t, ¢, §)). As we shall see in Chapter
4, if this restriction is lifted, and second-order Lagrangians (L = L{t, ¢, 4, §))
are admitted, new possibilities arise. However, the physical implications for
acceleration-dependent generalizations of conventional Lagrangians are
predictably non-trivial.

Also, the limitations considered exclude the use of velocity-dependent
transformations, g, — gx(¢, ¢, §), and imply the restriction of the transforma-
tion theory to the conventional point transformations of the contemporary
literature. This restriction is suggested by a number of open problems
inherent in velocity-dependent transformations, including the possible loss
of the second-order character of the conventional Lagrange’s equations.

The following introductory remarks may be helpful for a better identifica-
tion of the limitations under consideration.
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Consider an unconstrained Newtonian system with self-adjoint forces, such
as the one-dimensional harmonic oscillator, The system verifies the condi-
tions of Theorem .#.3, a Lagrangian exists, and we can write

(£.14)
L = {m#* — kr?).

Suppose now that the system is represented more realistically by adding a
drag force linear in the velocity. In this case the system becomes non-self-
adjoint, and a Lagrangian for its direct representation does not exist; i.c.,

400 O~ fnk + W + 9. (#.15)
However, a Lagrangian can still exist for the representation of an equivalent
equation of motion, provided that it is self-adjoint. In this way, the problem
of the existence of a Lagrangian is reduced to whether a given non-self-
adjoint system admits an equivalent self-adjoint form.

The latter problem can be studied with or without the transformation
theory. We shall study it first without the transformation theory in order to
identify the limits of representational capabilities of Lagrange’s equations
in the coordinates and time variables actually used in experiments (Section
A.1). Once this has been achieved, we shall study the generalization of the
methods with the transformation theory (Section A.3).

The condition that the local variables (z, r, £) are not transformed restricts
the possibilities of constructing equivalent systems to those provided by the
multiplication of a regular matrix of factor functions, or integrating factors.
The indirect Lagrangian problem within a fixed system of local variables can
therefore be written in Buclidean space”

det(h;)(t, r, (%) # 0, (£.16b)

with a self-cvident generalization in configuration space under holonomic
constraints. The regularity® of the matrix (h;) ensures its invertibility and
thus the capability of recovering the equations of motion as they originate
from the second law. The equivalence between the original and the trans-
formed equations is then trivial.

7 Notice that the multiplicative functions kj{¢, r, T} do not depend on the highest derivative
(accelerations) 1o preserve not only the original solutions but also the structure of Lagrange’s
equations. The same rule will be used for other types of representations considered later on.

8 The notion of regularity was introduced in Section I.1.1 and will be elaborated upon shortly.
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For the case of the linearly damped harmonic oscillator we have the fol-
lowing solution (Example 1.3.2, p.1.210)

2 — o= = {9 + kr)sa + vilasadsas (S.17a)
L = ®M™iiimi? — kp?), (#.17b)

As we shall see, despite the capability of representing a considerable class
of Newtonian systems, the indirect Lagrangian representations gre not
universal, that is, capable of representing all Newtonian systems of the class
admitted. This limitation motivates the Birkhoffian generalization of
Hamiltonian mechanics to be studied in the subsequent chapters.

The general assumptions used in this volume are the following. The analysis
of the preceding volume was conducted for systems of second- (first-) order
differential equations which are of class %2 (%), as recalled in Theorem #.1
(#.3). Unless otherwise specified, all systems considered in this volume will
be assumed to be analytic, that is, admitting a convergent multiple power-
series expansion in the neighborhood of a point of the local variables.? The
condition is essentially suggested by the existence theory of partial differential
equations which will be used in the proof of the main theorems.'® For the
reader’s convenience, we have reviewed in Chart A.1 (A.2) the notion of
real (complex) analyticity and in Chart A.3 the Cauchy-Kovalevski theorem
on the solution of partial differential equations. As we shall see, this theorem
is ‘often useful for the solution of the conditions of self-adjointness in the
integrating functions /.

The smoothness condition above will be referred to a region in the space
of the local variables, that is, an open neighborhood of a given point, Unless
otherwise specified, the open region will be assumed to be star-shaped (and
denoted with the symbol %*) in order to comply with the converse of the
Poincaré lemma (Section 1.1.2). All points considered will be assumed to be
regular points in the sense reviewed in Chart A.1.

Finally, all systems considered will be assumed to be regular in %%, that is,
their functional determinant (Section 1.1.1) is non-null in the region con-
considered. The possible existence of a countable number of isolated zeros
was considered in the preceding volume and will be ignored here, Recall that
the functional determinant of fundamental form (.#.9) is given by

H(R*) = | Ayl (R*), (£.18)

? Clearly, the condition of analyticity includes that of class %%, but the converse is not neces-
sarily true,

1% As presented in detail in Volume I, the equations to be represented (Newton's equations
of motion) are ordinary differential equations, but the equations used for the representation
(Lagrange’s equations) are partial differential equations, as expressed by explicit form (.#.10) as
well as by the conditions of self-adjointness (#.12). Equivalently, we can say that when a Lag-
rangian in identities (#.11) is known, the equations are ordinary, but when a Lagrangian must
be computed from the equations of motion, the system to be solved consists of partial differential
equations.
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and that of Lagrange’s equations is
' 8L
aq' o

H(R*) = ‘ (#). (£.19)

These determinants are functions of the local variables (¢, g, §) (or (¢, 1, i)).
The condition that they are non-null in #* has a number of consequences,
such as the applicability of the theorem on implicit functions (Theorems I.1.1.1
and I.1.1.2 p. 1.18-1.20). The existence of the implicit functions for all systems
(.#.9) then follows; they are unique and can be writien

JE = [ Al " 1)B;. (.#.20)
The corresponding form of the equations of motion is given by
F—Mgp=0 (.#.21)

and was called the kinematical form (Section 1.1.1).1!

Two or more functionally different systems in the same variables will be
said to be equivalent when their implicit functions f* coincide. This definition
of equivalence is sufficient for the analysis of this volume. In fact, the existence
theory for ordinary differential equations as presented in the mathematical
literature (sce Section I.1.1 for a review) is based on the computation of the
implicit functions, reduction of the system to a first-order form, and use of the
various techniques for the solution. The identity of the systems of implicit
functions then ensures the identity of the solutions.

Two or more systems in different variables are said to be equivalent when
the transformations connecting these variables are invertible, single-valued,
smoothness-preserving, and leading to the same implicit functions for each
considered set of variables. The preservation of the uniqueness of the implicit
functions under a change of variables then ensures the equivalence of the
systems considered.

Throughout our analysis we shall use the notation SA (self-adjoint) or
NSA (non-self-adjoint) for Newtonian forces (systems of differential equa-
tions) to denote the verification or lack of verification, respectively, of the
integrability conditions for the existence of a potential (or a Lagrangian).
Therefore, Fg, implies the existence of a potential U according to Theorem
£.1, while Fys, implies the violation of at least one condition of this theorem.
Similarly, the notation

(Agid’ + Bsa =0 (#£.22)

11 The kinematical form of unconstrained Newtonian systems is given by
t —Fym =0 k=12...,N

Recall from Section 1.2.2 that when the forces are self-adjoint, but the masses are different, the
kinematical form is non-selfadjoint and, as such, cannot be directly represented via Lagrange’s
equations. This confirms the importance of the second law in Newtonian mechanics and the
related form of the equations of motion, mf — F = 0.
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indicates the property (or condition) that the system verifies Theorem .£.3
and that Lagrangian (.#.13) exists. Similarly, the notation

(A’ + Bnsa = 0 (£.23)

indicates that the system violates at least one of the conditions of Theorem .#.3.
The analysis will be primarily conducted in terms of the independent vari-

able ¢, the dependent variables ¢* = g*(¢), and their derivatives, Cartesian

coordinates r will be used whenever useful to illustrate physical aspects.




CHAPTER 4

Birkhoff’s Equations

4.1 Statement of the Problem

As is well-known, the study of Newtonian systems in first-order form permits
the achicvement of a remarkable symbiosis among analytic technigues (e.8.,
canonical formulations of variational principles), algebraic techniques (¢.g.,
theory of Lie algebras), and geometric techniques {e.g., the symplectic and
contact geometries). The availability of these powerful mathematical tools
then renders the study important for several aspects of mechanics, ranging
from practical applications (e.g., treatment of systems via the Hamilton—
Jacobi theory) to formal problems (e.g., coordinate-free globalizations).
Within the context of the Inverse Problem; the study of systems in first-
order form has an additional relevance for achieving universality, that is, the
representation of “all” systems of the class admitted via a conventional
variational principle.! A study of the problem reveals that the universality
of the Inverse Problem is (at least) threefold. We have first a direct universality,
that is, universality in the coordinates of the experimenter. We then have an
indirect universality, that is, universality achieved via transformation theory.

1 A considerable variety of “ variational principles” exists in the literature, ran ging from those
constructed as particularization of “variational problems” (sec Section 1.1.3 for details), to
special versions whose variations satisfy subsidiary constraints (see footnote™ of Chart 3.7 for
an example). The phrase “conventional variational principles™ is used here to stress the fact
that the pariations are the conventional ones of Hamiltonian mechanics. The actions, on the
contrary, have integrands with unrestricted functional dependence in the local variables.

12
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Finally, we have a coordinate-free universality achieved through coordinate-
free global geometric techniques.

In Volume I we established the integrability conditions for the existence of
a Hamiltonian representation without necessary prior knowledge of a
Lagrangian (Independent Inverse Hamiltonian Problem); we worked out
methods for the computation of a Hamiltonian from the equations of
motion; and we identified the analytic, algebraic, and geometrical meanings
of the integrability conditions which, predictably, turned out to be the condi-
tions of variational self-adjointness for first-order systems.

In this chapter we establish the direct universality of the Inverse Problem

for Newtonian systems which, besides being local, analytic, and regular, are
~otherwise unrestricted. This includes a large variety of systems of contem-
porary use in mechanics, such as trajectory problems, spinning and oscil-
latory motions with damping terms, etc.> The direct universality is then
extended to systems of arbitrary (but finite) order and dimensionality, as well
as arbitrary (i.e., not necessarily Newtonian) interpretation. Indirect uni-
versality is studied in the next chapter, and that of coordinate-free type is
pointed out in the geometric parts of our analysis.

In this section we review, for the reader’s convenience, the main results of
the preceding volume on first-order systems, and then reach a more detailed
statement of the problem for cach of the analytic, algebraic, and geometric
profiles. The interrclations between these seemingly different aspects are
pointed out too, to illustrate the unity of thought in mechanics.

4.1.1 Reduction of Lagrange’s Equations to the
Hamiltonian Form.

The reduction (studied in detail in Section 1.3.8) is trivial for conservative
Lagrangians but not so for arbitrary Lagrangians, in which case a sound
knowledge of the Theorem on Implicit Functions (Section 1.1.1) and its
applications is essential.®

% Note that the analysis of this volume excludes the more general nonlocal (integral) non-
potential (non-self-adjoint) systems. These latter systems call for methods correspondingly more
general than those of Lie-symplectic type, such as those of Lie-admissible type (see Chart 4.7).

* During my experience as a teacher of mechanics for graduate students, I have found the best
opening test of the students” knowledge of Lagrange’s and Hamilton's equations is the following.

Assign a Lagrangian with a structure more general than L = T — V and ask the students to
compute the equations of motion or the Legendre transform. Unless the students have been speci-
fically exposed to the full form (#.10) of Lagrange’s equations or to the methods reviewed in
Section L 1.1 for the construction of the implicit functions, they often fail this seemingly simple
test. The failure rate on corresponding tests in field theory was even greater, owing to the er-
roneous way that Lagrange’s equations for continuous systems are often written in contemporary
literature, as pointed out in footnote® of the Introduction. This is not surprising, owing to a
rather widespread tendency to remain at the level of a Lagrangian and ignore the equations of
motion. The Inverse Problem is intended to prevent or otherwise minimize fundamental
deficiencies of this type, because an in-depth knowledge of the structure of Lagrange’s and
Hamilton's equations is I cused rather naturally.




14 Birkhoff's Equations

The reduction is centered in the well-known prescriptions for the char-
acterization of the new independent canonical momenta

L
Pi= 33 &AM, k=1,2....n (4.1.1)

under the regularity condition

oM, _ &*L

which, together with the assumed smoothness conditions, assures the exis-
tence of a unique set of implicit functions in the velocities

4 Nk, T, p). (4.1.3)

Once (and only once) implicit functions (4.1.3) have been computed
explicitly, the Hamiltonian can be expressed in the canonical variables,
according to the rule

H(t, 1, p) = i*py — Lt 1, F)
= N¥t,r, p)p — LLt, v, N, 1, p)], 4.14)

with underlying (invertible) properties

= N¥= o (4.1.52)
opy

JL dH
S T {4.1.5b)

oL oH
- T {4.1.5c)

Lagrange’s equations then become

doL ., oL oH 4.1.6)

rF i

The combination of Equations (4.1.5a) and (4.1.6) yields the celebrated
Hamilton’s equations without external terms*

o
aPk,

, = _oH
Pr = ark’

k=1,2...,n (4.1.7)

4 The reader should keep in mind from footnote 5 of the Introduction that Equations (4.1.7)
are the “truncated Hamilton’s equations.”
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which can be written in the unified form

- JH(t, a) _

at — aa’ 03 "= 1, 2, e 2]"!, (418)
where
,-#, w=12...,n
Ll
a {Pu’ p=n+ln+2.., 2, (4.1.92)
Lixn
(wuv) = ( ?nxn +0n ) (41913)

Equations (4.1.8) are of the contravariant® type. The equivalent covariant®
form is given by

Y ()
Ol — 2 =0, (4.1.10)
where
af | — On L1 In E¥ ]
@) = (lo™[5Y) = (+ o 0) @L1D)

Throughout our analysis we shall ignore conventional form (4.1.7), as we
did in the preceding volume, and consider Hamilton’s equations only in their
unified covariant and contravariant forms. This is done for several reasons.
First, the conditions of variational self-adjointness can be readily formulated
in the unified o notation, while they become rather impractical to handle
in the disjoint (r, p) notation, as we shall see. Second, the use of the unified
notation turns out to be particularly valuable for the identification of the
desired generalization of Hamilton’s equations (Birkhoff’s equations). Third,
Hamilton’s equations in the unified notation exhibit in a rather transparent
way the interrelation between the analytic, algebraic, and geometrical
profiles according to the following lines.

1. Analytic Profile. The well-known derivability of the equations from

Hamilton’s variational principle in phase space (Section 1.1.3) can be written
in the unified notation as follows. Introduce the action.

#(E) = j dtlpe — He, v, pYI(E)

# ["atr @ — HG, v PIE)

RO— P v=LZ...m (4.1.12b)
Y 0, v=n+1n+2...,2n

® Since we have not yet introduced the symplectic geometry, the terms “contravariant”™
and “covariant” are used, for example, in the sense of the affine geometry of Charts LA.12 and
LA.13.
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where E is a possible path in phase space. The first-order contemporaneous
variations with fixed end points then provides the following form of Hamil-
ton’s principle,

Sal(E) = rdt{aaﬂi + 5a }(Roa - 0B

GRS . O\, .. 0.l
fd (W a—)a + RO |(F)

RO H . .
_ J' dt_(aa# —a—) Rﬁéa“](E)

17 B 1} . 1]
=J d (aRv - 5R#)a aH} AE) =0 (4L13)

| \da* Oa” dat
which can hold identically if and only if Hamilton’s equations hold, i.e,
8RS ORN.,, oH . &H
(aal‘ —_ 2 a — @ = Wpd — EII = 0, (4114)

where we have used the easily verifyable identities

6R? aRO =

2d*  oa’ v

Note that the equations originating from the variational principle are those
of the covariant type (4.1.10).

wy=12...,2n (4.1.15)

2. Algebraic Profile. The contravariant tensor w*” is called the fundamental
Lie tensor (or fundamental cosymplectic tensor) because it characterizes a
fundamental realization of the Lie algebra product, that via the conventional
Poisson brackets, according to the structure of the time evolution law for
functions A{a) in phase space

6A ¢4 6H
w —_—

—
Ala) = = Ba* ca’
0A 6H 84 8H 4
=—— ——-——=[A4,H] 1.16
61‘" 5‘pk apk ark [ H] (4 )

Note that the form of Hamilton’s equations characterizing the algebraic
profile is contravariant.

3. Geometric Profile.® The covariant tensor w,, is called the fundamental
symplectic tensor, because it characterizes the fundamental symplectic
. structure on the cotangent bundle 7* M with local charts (coordinates) *#

1

Wy = 5 Wy da* A da* = dp, A drF. 4.1.17)

% A more technical treatment of the geometric aspect is presented in Charts 4.4-4.6,
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Note that the form of Hamilton’s equations characterizing the geometric
profile is covariant.

The deep interrelation between the analytic, algebraic, and geometric
profiles is now self-evident. For instance, one can consider the canonical
one-form

R? = R% da® = p, dr* (4.1.18)
as (a component of) the integrand of the action

A(Ey = f (RO de* — H an(E) (4.1.19)

r

and thus of the variational profile. The fundamental symplectic structure is
nothing other that the exterior derivative of one-form (4.1.18), i.e,,

1 RO o}
dRY = 3 (% - %if)da" A da’
= tw,, da* A da”. {(4.1.20)

The fundamental Lie tensor is then given by the elements of the inverse of
the matrix of the fundamental symplectic tensor, i.e.,

ot = ?.R_f? _ BRS At
Al da® Bdf
= (l|loggl = ). (4.1.21)

As we shall see in the next section, the formulation of Hamilton’s equations
according to Equations (4.1.8)-(4.1.21) sets the way for a quite natural
generalization which is capable of preserving the underlying analytic,
algebraic, and geometric characters.

4.1.2 Reduction of Newton’s Equations to a
First-Order Form.

Suppose that a Newtonian system is assigned as originating from the second
law, ie.’

mi, — Fit,, =0, k=12...,n (4.1.22)

7 The generalization to a system of Newtonian particles with different masses is trivial and
will not be presented here to avoid unnecessarily complex notations. Theorem 4.5.1 on the direct
universality of the Inverse Problem, however, will be formulated and proved for Newtonian
systems with different masses.
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The Independent Inverse Hamiltonian Problem consists of the direct
computation of a Hamiltonian, that is, without the intermediate computation
of a Lagrangian and subsequent use of the Legendre transform. The problem
(studied in detail throughout the preceding volume) is cruciaily dependent
in the reduction of systems (4.1.22) to equivalent first-order forms. The
reduction (studied in Sections 1.2.4 and 1.2.5) is based on the doubling of the
number of equations which, in turn, demands the introduction of new
independent variables. Since a Lagrangian is not necessarily known, canonical
prescriptions (4.1.1) are not necessarily known. However, new independent
variables, say, y,,k = 1,2,...,n, can be introduced via an arbitrary selection
of n functions Mz, r, I)

W= M 1, B), (4.1.23)

under the regularity condition
oM,
— 1.24
wb”@wo (4124)

which, together with sufficient smoothness conditions, ensures the existence
and uniqueness of the implicit functions in the velocities,

P o= N¥t, 1, y). (4.1.25)

Prescriptions (4.1.23) are conceived to have the same functional depen-
dence of canonical forms (4.1.1). The new variables are denoted with a symbol
other than the traditionally used “p” to stress the fact that they are not
necessarily canonical. The Independent Inverse Hamiltonian Problem can
then be reduced to the integrability conditions for prescriptions (4.1.23) to be
canonical. When this property has been ensured (and only then), the variables
y, are canonical, and one can use the identifications y, = p, without risking
errors in elaborations or applications of the theory.

Once prescriptions (4.1.23) have been selected (and understood), the
reduction of system (4.1.22) to an equivalent first-order form is straight-
forward. In fact, we can write

d
mi:k - Fk(ts I, i‘) =m E Nk(ts I, y) - Fk[ta I, N(t: r, Y)]

ON, ON. ... 0N, ~
=ml—y,+ — N3+ | - Ft,r,y) =0 (4.1.26
In view of the assumed regularity conditions, we have
. 1 ayk ~ ﬁN,- ; 5N‘
ﬂ‘mm@f”WN‘WE

o1 y) (4.1.27)
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The combination of Equations (4.1.25) and (4.1.27) then yields the desired
form which, in unified notation, can be written

@#—EXt,a)=0, pu=12_.,2n, (4.1.282)

ot - N-"’, lu=152"":n:
- o p=n+1n+2...,2n

I

r,
at = {y*‘, (4.1.28b)
The equivalence between forms (4.1.22) and (4.1.28) is ensured by the fact that
the reduction is everywhere uniquely invertible, which the reader is en-
couraged to verify.

Equations (4.1.28) are called the normal first-order form of the equations
of motion, or Newtonian vector-field form.® A more general form can be
achieved by multiplying a regular matrix of functions

(1) k (2) KN [2i _ Agi,
(h’ (ti r) y)t h (t’ r’ y )[r N (t! r! y)] . 0: (4.1.293)

R 6 P B9 YR — Okt v v |
A A N
det(h(s)h(4;)(R) # 0, (4.1.29b)

which can be written in the self-explanatory unified notation
Cot,a)d® +D(t,a)=0, u=12...,2n (4.1.30a)
D, = —-C,& (4.1.30b)
det(C,,) (%) # 0. (4.1.30c)

The above equations are called the general first-order form of the equations
of motion. Their equivalence with Equations (4.1.22) is trivially ensured by
regularity condition (4.1.30c), and the equivalence of form (4.1.28) with the
original system. Note that the normal form is contravariant, while the general
form is covariant.® This is already sufficient to establish that only the general
Jirst-order form can be derived from a variational principle in a direct way (that is,
without equivalence transformations), while the normal form cannot.

Clearly, among all possible general forms, that which is important for the
direct representation via Hamilton’s principle is characterized by the identi-
fications C,, = w,,. The corresponding form can be written??

Ot = B,a) =0, p=12..., 2, (4.1.31)

® We shall call the quantities E* Newtonian vector fields to distinguish them from the geo-
metric vector fields which are given instead by = = E#9/8a". See in this latter respect Chart 4.4,

? Additional forms were considered in Volume I, such as the covariant normal Jorm and the
contravariant general form. For brevity, these latter forms will not be considered here.

19 The fundamental symplectic tensor is not necessarily the lowering tensor of vector field B*.
Equivalently (Chart 4.5), the vector field is not necessarily Hamiltonian. Equations (4.1.31)
represents a scripture which is useful to see, in practice, whether or not the vector field considered
is Hamiltonian,
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and it is called the covariant normal form. In fact, Hamilton’s principle in its
conventional formulation is capable of recovering only the fundamental
symplectic tensor ,,, and not the more general tensors C,,.

To summarize, the reduction of second-order Newton’s equations to an
equivalent first-order form suitable for the Independent Inverse Hamiltonian
Problem calls for the implementation of the following steps: {a) select
prescriptions (4.1.23); (b) compute the corresponding normal form (4.1.28);
and (c) write it in the “Hamiltonian-type” form (4.1.31). Explicit examples
are given at the end of Chapter 1.3.

The degrees of freedom in reaching a general first-order form are clearly
essential for the Inverse Hamiltonian Problem. Note that each given system
(4.1.22) admits an infinite variety of equivalent normal forms, one per each
selected set of prescriptions (4.1.23). As a result, each given Newtonian system
admits a double infinity of equivalent general first-order forms, the first
characterized by prescriptions (4.1.23) and the second by a multiplicative
matrix.

As we shall see, achieving the universality of the Inverse Problem is
crucially dependent on these degrees of freedom. Notice that equations of
motion in the second-order form admit only a simple infinity of equivalent
forms, those characterized by a regular matrix of muitiplicative functions, as
in (#.16). The reduction to a first-order form therefore doubles the degrees of
freedom in writing the equations of motion, with self-evident advantages for
the Inverse Problem.

The reduction of third- (and higher) order systems to an equivalent
first-order form will be considered in Chart 4.3. The reduction for the case of
equations with an arbitrary interpretation in Mechanics, Engineering,
Biology, and other branches of science is self-evident, and it will be left to the
interested reader.

4.1.3 Conditions of Variational Self-Adjointness
for First-Order

The conditions were studied, apparently for the first time, by Santilli (1978c),
and then considered in detail in Volume I of the present work (Sections
1.2.6,1.2.7, and 1.2.8). The quotation of the following theorem may assist the
reader in avoiding excessive consultations of the literature.

Theorem 4.1.1 (Seclf-Adjointness of the Covariant General Form,
Theorem 1.2.7.2, p. 1.87). A necessary and Suﬁ?czent condition for a class
%! system (4.1.30) to be self-adjoint in a region Z of points (t, a) is that all
the following conditions

Ch+C,p=0 (4.1.32a)

6Cu , 0Csc , 0C,

g T =), (4.132b)




Statement of the Problem 21

dC,, 0D, @D,

ey L ——
ot da* da*’

wv,t=12,...,2n

(4.1.32¢)

are identically verified in .

If at least one condition in Equation (4.1.32) is violated, system (4.1.30) is
called non-self-adjoint. Note that the continuity conditions C,,, D, %" are
sufficient for the formulation and proof of the theorem. Nevertheless, its use
throughout this volume will refer to the more restrictive condition of an-
alyticity. Note also that the conditions of sclf-adjointness are formulated for
the covariant form because (as indicated earlier), this is the form derivable
from a variational principle. Finally, note that conditions (4.1.32) do not
require linearity of the equations in the local variables.

The fundamental symplectic tensor c,, verifies identically conditions
(4.1.32a) and (4.1.32b), as becomes transparent when written in form
(4.1.15). The study of the seif-adjointness of forms (4.1.31), either in a way
independent from the preceding ones (as presented below), or via suitable
particularizations of Theorems 4.1.1 or .#.1, yields the following result.

Theorem 4.1.2 (Self-Adjointness of the Covariant Normal Form,
Theorem 1.2.7.3, p. 1.88). A necessary and sufficient condition for a class
%' system (4.1.31) to be self-adjoint in a region & of points (t, a) is that all the
conditions
0%, 05,
da*  oa*

are identically verified in .

=0, wvy=12..,2n (4.1.33)

We should stress that, at this stage, the tensor w,, is selected, independently
from any geometric consideration, as a solution with constant elements of
conditions (4.1.32a) and (4.1.32b). It is understood that this is a very special
solution, and that more general solutions exist. This was pointed out in
Volume I for the intent of studying it in more detail in this volume.

4.1.4 The Independent Inverse Hamiltonian Problem

This problem was studied in Section 1.3.10 through 1.3.12. The first step was
the characterization of Hamilton’s equations via the variational approach
to self-adjointness.

Theorem 4.1.3 (Self-Adjointness of Hamilton’s equations, Theorem
13.10.1, p. 1.170). Under the assumptions that the Hamiltonian H(t, a) is
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of at least class € and regular'! in a region & of points (1, a), the covariant
normal form (4.1.10) of Hamilton's equations is always self-adjoint in &
(that is, self-adjoint for all possible Hamiltonians).

In essence, Hamilton’s equations turn out to be self-adjoint in exactly the
same measure as Lagrange’s equations (Theorem .#.2). This confirmed the
expectation that the conditions of variational self-adjointness are the in-
tegrability conditions for the derivation of a system from a variational
principle, regardless of its order and dimensionality.

The second step was the introduction of the notion of ordered direct
representation of a covariant normal form via Hamilton’s equations (see Section
1.3.11 for detaif)

d\'

w

W, a" — E,, w=12 ... 2n (4.1.34)

v ny

da*
Theorem 4.1.4 followed by recalling (1) the methods for the construction of
the right-hand side of the identities; (2) the variational self-adjointness of
left-hand-side; and (3) the use of the Calculus of Differential Forms for the
computation of a Hamiltonian from the equations of motion.

Theorem 4.1.4 (Fundamental Analytic Theorem for Phase Space Formu-
lations, Theorems 1.3.12.1 and 1.3.12.2, p. 1.176). A necessary and sufficient
condition for a local holonomic generally nonconservative Newtonian system
in a covariant normal form (4.1.31), which is well defined and of (at least)
class €" in a star-shaped region &* of the variables (t, a), to admit an ordered

11 Recall from Section 1.3.8 that a Hamiltonian is regular when

aH N\
det( )(.%) #0
dp; dp;

) [l
ap, 9p; a4 8¢t ’

Thus the Legendre transform preserves the regularity of the functions. This notion of regularity
of the Hamiltonian function should be differentiated from the regularity of Hamilton's equations
when defined in terms of the functional determinant (Section 1.1.1). In fact, Hamilton’s equations
can be written

and that

.  oH

K(t, a, @) def w,,a" -~ P =10
The functional determinant is then given by
KN -

det(a—;)(.%) = det{w,,) = 1,

and it is always regular, regardless of the regularity or degeneracy of the Hamiltonian. This is no
contradiction but only a differentiation of objectives. The regularity of the Hamiltonian is
conceived for the construction of equivalent second-order forms in the sense of Section 1.3.8,
while the regularity of Hamilton’s equation is conceived in the functional sense of Section L1.1.
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~ direct analytic representation in terms of Hamilton’s equations is that form
(4.1.31) is self-adjoint in #*—that is, all of conditions (4.1.33) are identicall 'y
verified in #*. Under these conditions, a Hamiltonian exists and can be
explicitly computed from the equations of motion according to the method'?

1
H(t, a) = o J'O dz B,(t, a). (4.1.35)

A more general result was achieved via the use of the Cauchy method
(rather than the converse of the Poincaré Lemma), and can be written (see
Section 1.3.12, and footnote 79, p. 1.179, in particular)

H(t, 0) = (¢ — af) J'O BBt (L —Dag  (4136)

where the a,’s are constants,

Clearly, whenever Theorem 4.1.4 is verified, prescriptions (4.1.23) are
canononical and y, = p,. Thus the theorem does provide the integrability
conditions for the selection of canonical prescriptions as desired. This can be
practically implemented according to the following steps: (i) select pre-
scriptions (4.1.23) with n arbitrary functions (and verify that the points
under consideration are regular in the sense of Chart A.1); (i) impose the
conditions of variational self-adjointness (4.1.33) on the resulting covariant
normal form to identify the » arbitrary functions; and, in case of a positive
answer, (iii) compute a Hamiltonian via method (4.1.35) or (4.1.36). For an
illustrative case worked out in detail, the reader may consult Example
L.3.1, p. 1.206.

An important point is that Theorem 4.1.4 does not ensure the existence of a-
Hamiltonian. The theorem merely provides the integrability conditions for
its existence.

It can be shown that Theorem 4.1.4 does not necessarily admit a solution.
In fact, if such a solution would always exist, the Indirect Lagrangian
Problem (.£.16) always admits a solution, which is not the case (see the
Appendix),

A moment of reflection is appropriate here. Recall that the existence of a
Hamiltonian implies the applicability of an articulated body of established,
analytic, algebraic, and geometric tools, ranging from the Hamilton-Jacobi
equations (and related quantization) to the canonical realization of Lie’s
theory (and related symmetries), ete. If a Hamiltonian does not exist, all these
formulations are not applicable in the coordinate and time variables of the
observer. In turn, this has a rather profound physical meaning regarding the
structure of the systems considered and the applicable relativity, as we shall
see.

'? The geometrical interpretation of Theorem 4.1.4 will first be reviewed in Section 4.3 and
then treated in more technical details in Chart 4.6.
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The following definition permits a classification of systems with respect to
the integrability conditions for the existence of a (Lagrangian or a) Hamil-
tonian

Definition 4.1.1. Local, analytic, regular, Newtconian, second-order sys-
tems are subdivided into the following three classes of increasing structural
complexity and methodological needs.

1. Essentially Self-Adjoint Systems (ESA). These are systems which verify
the integrability conditions for the existence of a Direct Lagrangian
Representation (.#.8) (Theorem .#.3) in their form originating from
Newton’s second law. The verification of the integrability conditions
for the existence of a Hamiltonian (Theorem 4.1.4) can then be
trivially proved.

2. Non-Essentially Non-Self-Adjoint Systems (NENSA). These are
systems which, as originating from the second law, violate the in-
tegrability conditions of Theorem.#.3. Nevertheless, they admit an
Indirect Lagrangian Representation (£.16) (see Theorem A.1.1 for
details). The existence of suitable prescriptions (4.1.23) for a Hamil-
tonian representation can be proved, and Theorem 4.1.4 is verified.

3. Essentially Non-Self-Adjoint (ENSA). These are systems for which the
integrability conditions for the existence of a Lagrangian (Theorem
A 1.1) or, equivalently, of a Hamiltonian (Theorem 4.1.4) are incon-
sistent within the coordinate and time variables of the experimenter.

The increase in structural complexity can be illustrated as follows. ESA
systems admit the conventional Lagrangian L = $mi* — V %' Lg.. + Ly
The corresponding conventional Hamiltonian can be written H = H,,
+ Hint‘

In the transition to the NENSA systems, these conventional functions are
insufficient, and structurally more general ones are needed. They have been
written (see Section 1.3.7) L = Ly, 1L¢ree + Linyn and H = Hy, (Hy,,,
+ Hjn Where the multiplicative interaction terms originate from the
matrix of integrating factors in (I.16).

In the transition to the ENSA systems, even these generalized Lagrangians
and Hamiltonians are insufficient to represent the motion. This is a sign that
we have gone beyond the capabilities of conventional Lagrangian and
Hamiltonian techniques, and that more general techniques are needed.

It is hoped that the term “essentially self-adjoint,” referred to as a vari-
ational property of systems of ordinary differential equations, does not create
confusion with the same term used in the context of the theory of linear
operators on vector spaces. Actually, this term has been selected precisely
because of the parallelism between the variational and operational ap-
proaches to self-adjointness, as indicated in Section 1.2.8. Furthermore, the
variational approach to self-adjointness, though ignored of late, is older than
the corresponding operational approach; and the use of “essentially self-
adjoint™ for a purely Newtonian setting is also intended to stress this
historical aspect.
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As a final remark, let us note that a number of systems which are essentially
non-self-adjoint in our terminology have been identified by Douglas (1941).
Some of them will be considered in Example 4.6. We shall then show that,
for these systems, a Hamiltonian does not exist, yet the systems admit a
Birkhoffian representation.

4.1.5 Analytic, Algebraic, and Geometric Meaning of the
Conditions of Variational Self-Adjointness

Earlier in this section we reviewed the analytic, algebraic, and geometric
properties of Hamilton’s equations. Now, we review the result of the pre-
ceding volume according to which all these properties are expressed in a
rather symbiotic way by the conditions of variational self-adjointness. In this
chapter we show that the same conditions, and therefore, the same prop-
erties, are actually shared by equations structurally more general than
Hamilton’s equations.

With reference to aspects (1), (2), and (3) considered earlier in this section,
we have the following results.

1’. Analytic Profile. The conditions of variational self-adjointness are the
integrability conditions for systems of differential equations to be derivable
from a variational principle, as established by the Fundamental Analytic
Theorems in Configurations and Phase Space.

A point which is particularly important for the analysis of this volume is
that the conditions admit equations which are structurally more general than
Hamilton’s equations, as clearly illustrated by the difference between
Theorems 4.1.1 and 4.1.2.

In this way we reach the analytic statement of our problem, consisting of:

1. the identification, via the conditions of variational self-adjointness,
of a generalization of Hamilton’s equations capable of preserving
their derivability from a variational principle;

2. the formulation of methods for the computation of the most general
possible integrand of an action for equations of motion in first-order
self-adjoint form; and

3. the proof that the approach achieves the desired direct universality.

2’. Algebraic Profile. Recall that the conventional Poisson brackets

dA 2B
_—— uv
[4, B] da* @ da’

_0A0B 9BoA =1, 4.1.37)
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are the simplest conceivable realization in Newtonian mechanics of a bilinear
product satisfying the Lie algebra axioms

[[4, BL, C] + [[B, C], A] + [[C, 4], B] = 0. (4.1.38b)
The most general known (regular) realization is given by the brackets!®

[4, B]* = 6 Pl )gfv, det(Q*} &) # 0 (4.1.39)

where the 2* tensor is a generalization of the Hamiltonian form w** such that
[4, B]* + [B, A1* = 0, (4.1.40a)
(L4, B*, C1* + [[B, CT*, A]* + [[C, A]* BJ* = 0, (4.1.40b)

in which case the brackets are called generalized Poisson brackets.
Similarly, the conventional Lagrange brackets

da* da*
{A’ B} = EA“ w.uv 'é"B"
3Pk art  dp, a”k — oy —1
are the simplest conceivable realization of conditions
{4, B} + {B, A} =0, (4.1.42a)
{B C} +35 {C A} + == C {4,B} =0, (4.1.42b)

and they can be interpreted as the “inverse” of brackets (4.1.37) in the sense
of the properties expressed in terms of 2 independent functions 4,(a)

§ [4i, A d{Ax, A} = 8y (4.1.43)
k=1

The most general known (regular) realization is given by the brackets

da* da* -
{4, B}* = A Q,.(t, a) L det(Q, )(#) # 0 (4.1.44)
under the conditions
{A, B}* + {B, A}* = (), {4.1.452)
— {B C}* + — {C A+ C {A,B}* = 0. (4.1.45b)

13 Note the appearance of the explicit dependence of the algebraic tensor @* not only on the
local coordinates a = {r, p) but also, in general, on time, while no such dependence appears for
the conventional Poisson brackets, As we shall see, this functional generalization is the basis for
the direct universality of the Inverse Problem for local systems.
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It is possible to prove that, if the generalized Lagrange and Poisson
brackets are related by the rule

Q) = @71, (4.1.46)

they verify the generalized version of Equations (4.1.43).
2n

>, [Ai, A*{Ay, B}* = Oijs (4.1.47)
k=1

by therefore preserving the property of one being the “inverse” of the other.
Also, it is possible to prove that, if brackets (4.1.39) verify axioms (4.1.40), the
generalized Lagrange’s brackets constructed via rule (4.1.46) automatically
verify condition (4.1.45), and vice versa. Put differently, under rule (4.1.46),
conditions (4.1.40} and (4.1.45) are equivalent.

These aspects were studied in detail in Section 1.2.9. Here we restrict
ourseives to recalling the following properties: (a) that the integrability
conditions for Lie’s axioms (4.1.40) are given by

O + QY =0, (4.1.4813)
o o o+
o 7 vw "
Q e + O o +Q o 0; (4.1.48b)
{b) those for conditions (4.1.45) are
Q. +Q, =0 {4.1.49a)

0Q,, Q Q.
u - * = 0; 4.1.49b
da*  oda* + da’ 0; (4-1.49b)
and (c) conditions (4.1.48) and (4.1.49} are equivalent because each set can be
reduced. to the other via simple algebraic manipulations.

All these algebraic propertics are contained in the conditions of self-
adjointness, as expressed by the following theorem.

Theorem 4.1.5 Direct and Indirect Algebraic Significance of the Condi-
tions of Self-Adjointness, Theorems 1.2.9.1 and 1.2.9.2, p. 1.94). The
direct significance of the self-adjointness conditions for first-order systems
is that conditions (4.1.32a) and (4.1.32b) coincide with the integrability
conditions (4.1.49) for brackets (4.1.44) to be generalized Lagrange brackets,
that is, to verify axioms (4.1.45). The indirect significance is that conditions
(4.1.32a) and (4.1.32b) are equivalent to the integrability conditions (4.1.48)
Jor brackets (4.1.39) to be generalized Poisson brackets, that is, to verify
Lie algebra axioms (4.1.40).

Stated in different terms, the self-adjointness of a covariant general form
ensures its Lie algebra character, in the sense that the brackets characterized
by the inverse (C**) of the matrix (C,,) are Lie. This algebraic meaning has
been called “indirect” in Theorem 4.1.5 to emphasize that the conditions of
self-adjointness are formulated for the covariant form, while a Lie tensor is of
contravariant type.




28 Birkhoff’s Equations

The algebraic statement of the problem can now be formulated as follows.
Recall that Hamilton’s equations are expected to be one of the simplest
possible forms of equations derivable from a variational principle (Profile
(17), and they characterize one of the simplest possible realizations of the
Li¢ algebra product (Profile (2')). Upon identifying the largest possible
class of equations that can be derived from a variational principle (analytic
problem), we shall study its algebraic structure via the most general possible
(regular) realization of the Lie algebra product in Newtonian mechanics. We
shall then study the problem of whether or not such a generalization demands
a corresponding reformulation of Lie’s theory. This latter issue is created by
the fact, as we shall see later, that the abstract treatments of Lie’s theory have
been historically patterned along conventional realizations of the Lie
product. A nontrivial generalization of the product then raises the question
of whether central theorems of Lie’s theory (such as Lie’s first, second, and
third theorem, the Poincaré-Birkhoff-Witt theorem, Ado’s theorem, etc.)
apply in their currently available formulation to the generalized realization
of the product also, or if they need suitable reformulations.!#

3. Geometric Profile. In a way fully parallel to the algebraic profile, the
fundamental symplectic structure (4.1.17) is one of the simplest possible
closed and exact two-forms on T*M. The most general two-form verifying
these properties can be written in local coordinates a* at a fixed time 113

Q, = 3.(t, a)da* A da® = dR,, (4.1.502)
dQ, =0,  det(Q,,) # 0. (4.1.50b)

The geometric significance of the conditions of self-adjointness (identified
in Chart 1.2.5) is that the integrability conditions for a two-form to be an
exact symplectic form coincide with conditions (4.1.32a) and (4.1.32b). The
ultimate symbiosis between geometric, algebraic, and analytic aspects is
further iflustrated by the following implications of the existence of a primitive
one-form R, (#RY?): (i) the exact symplectic character of the two-form ; (ii)
the Lie algebra character of the brackets of the time evolution; and (iii) the
derivability of the equations of motion from a variational principle.

These aspects can be better expressed by performing the extension from
the symplectic geomeiry on the cotangent bundle T*M with local coordinates
a* to the contact geometry on the manifold R x T*M with local coordinates

A p=0
1
a" = {a“, w=1,2...,2n @.1.51)

'+ As we shall see in Chapter 5, the generalization of the Lie algebra product we are consider-
ing implies nontrivial generalizations of a truly central part of Lie’s theory: the universal en-
veloping associative algebra. A reinspection then of Lie’s theory is rather natural.

!5 The reader with a background in geometry will have noted an explicit fime dependence in
the symplectic structure. Such a dependence is not admitted, in general, in the current local
formulations of the contact geometry. Nevertheless, as we shall see at the end of Section 4.2, the
emergence of such a dependence is rather natural in practical applications. The geometrical
implications will be indicated in Chart 4.6.
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The local formulations'® of contact two-forms which become necessary are
of the exact type!”

C, = $C,(@)da* A aa* = dR,, (4.1.522)
. Coo ’ Cou 0 ’ -D,
Cw)=|— — | = , (4.1.52b)
CHO | CI-I\’ D.u ’ Cmr

under the condition that the attached two-forms on T*M are closed, non-
degenerate, and exact (thus symplectic), but otherwise arbitrary, ie.,

Cz T*M = QZ = %Cﬂv(r, a)da“ A dav
= dR,(t, a). (4.1.53)

The integrability conditions for a tensorial two-form on R x T*M to be
an (exact) contact form are given by

=0, Sz % =0, 4.1.54)

faypzF
6\#1\'2 C viva¥s  aana

Hil2
Vi, V¥, v3=0,1,2,...,2n
where the generalized Kronecker symbols (Section 1.1.2) are given by
oy oy oy
, o = |42 ohr 82|, (4.1.55)

Yivavs
sz sy ot

n su
a4 4!

5#1!‘1 —
a5 0%

vive —

The ultimate geometric meaning of the conditions of self-adjointness is
given by the fact that integrability condition (4.1.54), once written explicitly
in disjoint coordinates ¢ and 4*, coincide with the entirety of conditions of
self-adjointness (4.1.32), as the reader is encouraged to verily.

The geometric statement of the problem can now be made more precise.
It essentially consists of establishing the direct universality of the contact
geometry for local, analytic,’® and regular systems. By recalling the lack of
direct universality of Theorem 4.1.4, this statement of the problem implies
the search for a suitable generalization of Hamilton’s equations, with cor-
responding reinspection of Lie’s theory.

16 BEquations (4.1.52) illustrate rather clearly the local-differential character of the contact
(and symplectic) geometry and the necd for more general, nonlecalfintegro—differential geometries
for the treatment of systems of type (£.3).

17 From now on we shall tacitly assume that, when the symbols at hand are written with an
upper hat, e.g., @, Cu,,, etc., the greek indices run from 0 to 21, When the upper hat is absent, the
greek indices run from 1 to 2n.

1% The smoothness condition used rather universally in the contemporary literature of the
symplectic and contact geometries is that of class % *. The study of systems which are of class
% but are not analytic is expected to be complex as well as of limited practical value, and we
shall ignore it.
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4.2 Birkhofl’s Equations

The generalization of Hamilton’s equations we shall study is given by

0R(ta) R a)|,, [0Ba) ORa)]_,
da* o |° da* ot -

a=(ry), a=12..,2 42.1)

The following terminology suzgested by Santilli (1978c) will be used in this
volume. Equations (4.2.1) are called Birkhoff’s equations for certain historical
reasons reviewed at the end of this section. The function B(t, a) is called the
Birkhoffian, because of certain physical differences with the Hamiltonian
which will be indicated in the next sections. Finally, a representation of
Newton’s equations via Birkhoff’s equations is called a Birkhoffian repre-
sentation when certain conditions, identified in detail in the next section, are
met.

Birkhof’s equations are clearly a generalization of Hamilton’s equations
because the latter are recovered from the former as in the particular case of

ORy _OR\u (OB , OR, e~ H g
da*  Oa’ da* 3t J|,=, oo ga*
R=Ro =(p,0)
B=H=H{t,r,p)
(4.2.2)

In this section we shall prove that Birkhoffs equations

1. originate from the most general possible linear first-order!® varia-
tional principle;

2. characterize the most general possible regular realization of the Lie
algebra product via the brackets of a classical time evolution; and

3. admit the most general possible exact symplectic (or contact) struc-
tures in local coordinates.

In order to study these important properties in the necessary detail, the
introduction of the following terminology is advantageous.

Definition 4.2.1. Birkhoff’s equations(4.2.1) are called autonomous when the
R, and B functions do not depend explicitly on time, in which case the equa-
tions assume the simplified form

9B@) _

Q@i — =

0, (4.2.3)

where
OR, JOR,

' 9a* da’

(4.2.4)

12 A linear first-order variational principle occurs when the integrand depends at most on
first-order derivatives and the dependence is linear.
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is called Birkhoff’s tensor. They are called semi-autonomous when the R,
functions (the Birkhoffian) do not (do) depend explicitly on time, in which
case we have the more general form

0B(t,a)
Frr 0. 4.2.5)

Birkhoff’s equations are called nonautonomous when both the R, and B
functions have an explicit dependence on time, in which case we have form
(4.2.1), which we rewrite

Q, (@)d" —

dB(t, a) B OR,(t,a)
dat a

They are called regular when their functional determinant is not null in the
region considered:

Q,.(t a)d —

0. (4.2.6)

det(Q,,)(#) # 0. 427

They are called degenerate when their functional determinant is identically
null in the region considered:

det(Q,,)(F) = 0. (4.2.8)

They are said to be covariant when they are of type (4.2.3), (4.2.5), or (4.2.6),
in which case the corresponding tensor Q,,, is called the covariant Birkhoff’s
tensor; and they are said to be confravariant, when the nonautonomous
equations are written in the equivalent form

a* — (i, a)[aB;;’v“) 6R,§, “)] — 0, (4.2.9)

where the tensor
dR; ©OR
QY = (Q —1yuv _ 8 _ el
(" rxﬁ” ) ( aaa 6ap
is called the contravariant Birkhoff’s tensor. Finally, Birkhoff’s equations are
called strictly regular when, in addition to condition (4.2.7), the underlying
contravariant normal form

i l)m (4.2.10)

P N, , y))

ah) = = (E"(1,a)) = , 42.11a
(@) (J.}k) (B"(t,a)) ( 06T, ¥) ( )

dB OR

=H — QY "
E =0 (Ba” + 5 ), (4.2.11b)

verifies the regularity condition

det(@)(@) # 0. (4.2.12)

In this volume we shall study only strietly regular Birkhoff’s equations in
their various forms (autonomous, semi-autonomous, nonautonomous,
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covariant, and contravariant). Recall that Hamilton’s equations are always
regular when the definition of regularity is based on the functional deter-
minant. Yet the equations can be transformed into an equivalent second-
order form only when the Hamiltonian is regular.!!

A stmilar situation occurs for Birkhoff’s equations. In fact, the determinant
of the covariant Birkhoff’s tensor is the functional determinant of system
(4.2.6). The condition of regularity (4.2.7) is, therefore, a generalization of
the nondegeneracy of Hamilton’s equations. However, condition (4.2.7)
does not ensure the capability to transform Birkhoff’s equations into an
equivalent second-order form. In fact, this transformation demands the
existence of implicit functions of type (4.1.23) which can exist (and be unique)
only under the additional regularity condition (4.2.12).2°

The transformation of strictly regular Birkhoff’s equations to their
equivalent second-order form?! is then straightforward. One can reduce
the equations to the contravariant normal form (4.2.11) and compute the
implicit functions y, = M,(t, r, £} of the first set of equations # = N*(t, r, y).
The second-order equations are then given by eliminating the y-dependence
from the second set of equations, y, = Oz, 1, ¥). For an illustration of the
degenerate case, see Example 4.5.

By recalling that we are primarily interested in the representation of
second- (or higher) order equations of Newtonian (or arbitrary) interpreta-
tion, the need for the strict regularity as per Definition 4.2.1 is now self-
evident.

The following Birkhoffian generalization of Hamiltonian properties (1),
(2), and (3) which was pointed out in Section 4.1 holds.

A. Generalized Analytic Formulations. The Hamiltonian action functional
3]

o(E) = f dt[RY(@)a” — H(t, ))E), R°=(p,0) (42.13)
1

has a rather special integrand. The most general possible linear first-order
action functional is given by the Pfaffian action

H(E) = f tzdt[Rv(t, a)d® — B(t, a)](B), 4.2.14)

which can be obtained by simply lifting all Hamiltonian restrictions on the
functional dependence and physical interpretation of the functions R? and H.

20 The degenerate Birkhoffian case is not related to Dirac’s treatment for systems with
subsidiary constraints, In fact, in the latter formulation, the Hamiltonian is regular. Degenerate
Hamiltonians and Birkhoffians (the latter in the sense of breakdown of condition (4.2.12)) may
express the presence of subsidiary constraints according to a different approach, that via Lag-
range’s multiplier rule (which is more developed in the literature of the calculus of variations,
rather than that of analytic mechanics).

! The inverse transformation is the basis of the notion of Bitkhoffian representation of
second-order Newtonian systems and is studied in the next section.
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The first-order contemporancous variations with fixed end-points then
reproduce Birkhofl’s equations, via the following generalization of Hamil-
ton’s principle :

dst(F) = f dt{éa"% + da* }(R &' — BXE)

8R, ., OB -
f‘“[(a# —ﬁ)aa" R#cﬁa"}(E)

_ e [feR, 9R)N. (3B  oRN]. ., -
_J:ldr[(aa# ﬁa")a - (a -+ )}sa B)=0. 4215

As a result, Birkhoff’s equations can be derived from a linear first-order
variational principle in the same measure as that of Hamilton’s equations,
although in the most general possible way. This property indicates the
existence of a Birkhoffian generalization of Hamiltonian formulations based
on variational principles, such as the theory of canonical transformations,
Hamilton-Jacobi theory, perturbation theory, etc.

The state of the art on the latter studies is presented in the next chapters.

B. Generalized Algebraic Formulations. The Birkhoffian time evolution for
the semi-autonomous case is given by

. 5A o4 OB
= 7 a2 ey 22
Ala) pr a ppr Q" (@) p

&4, B]- (4.2.16)

The Birkhoffian tensor Q** verifies integrability conditions (4.1.48), as the
reader is encouraged to verify (Problem 4.1). Therefore, the brackets [4, BT*
verify the Lie algebra axioms (4.1.40).

As we shall see, the tensor O turns out to be the most general possible
tensor which verifies conditions (4.1.48). Thus Birkhoff’s equations not only
preserve the Lie algebra character of Hamilton’s equations, but actually
realize the Lie product in its most general possible regular form.

The transition from the conventional to the generalized Poisson brackets

_ 04 ,, 0B . (’J‘A wv(g
[A’B]_aa“m P - A, B] Q
has such nontrivial implications as to suggest the reformulation of Lies
theory in a form which is directly applicable to unrestricted realizations of the
product (and of the enveloping algebra).
The state of the art on these algebraic aspects will be presented in the
charts of the next chapter. The intriguing case of the nonautonomous
equations is studied in Chart 4.1.

4.2.17)
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C. Generalized Geometric Formulations. In a predictable way, fully
parallel to the algebraic case, the (regular®?) Birkhoff’s equations charac-
terize the most general possible, exact symplectic form in local coordinates.
In fact, the exact character of the two-form implies the structure on 7*M

6R
0, = dR, = d[R a)da"] = da" A da’

_L (gfy ZR )d b A da' = 3Q(@)da" A da® (42.18)
which is characterized by Equations (4.2.5).

More generally, Birkhoff’s equations characterize the most general possible
local formulation of an exact contact two-form. In turn, this is sufficient to
establish that the contravariant Birkhoff’s tensor characterizes the most
general possible regular realization of the Lie algebra product in mechanics,
owing to the known interplay between the Lie algebras and the contact (or
symplectic) geometry.

In fact, action (4.2.14) can be written in unified notation (4.1.51)

12
A(E) = f Ri(@), aeRx T*M (4.2.19a)
f1.
& s gau - —B, v=20
Ri@ = R@aa,  R.=1, y—1.2.... 20 (4219

The exterior derivative of the one-form R, characterizes the two-form on
R x T*M

= d[R(8)da*] = (aR oR

oy aaf)d&“ da €30 (@)da* A di

(4.2.20)
which verifies the following properties:

1. §, is the largest possible local formulation of exact two-forms on
R x T*M, clearly, because R, has the largest admissible functional
dependence;

2. §, isacontact two-form because (Chart 1.2.4) it is of covariant type, of
maximal rank 2n, and its restriction to T*M (that is, form (4.2.18)) is
symplectic; and

22 1t should be stressed that the notion of strict regularity of Definition 4.2.1 is redundant
for a symplectic iwo-form. In fact, the condition of regularity alone is sufficient for the char-
acterization of symplectic two-forms. This point is important in illustrating the fact, somewhat
obscured in the abstract coordinate-free treatment of geometry, that the conventional non-
degeneracy of a two-form does not guarantee the geometric characterization of a (regular, uncon-
strained) Newtonian system, because of the need for an additional regularity condition of type
(4.2.12).
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3. Q, is the geometrical structure of Birkhoff’s equations. To see this
latter point, one can write the tensor €, in the disjoint coordinates

(t, a)

0 a8 o,
. dat Ot
Q) = 4.2.21)
_oR, 0B | R, oR,
ot dat da*  da’
Birkhofl’s equations can then be written in the unified notation on
R x T*M
Q@&@=0 p=012..,22 (4.2.22)
or, explicitly, ‘ ‘
08 | OR,\., _ _
(@ + p” )a =0, u="0 (4.2.23a)
Qu@é' =1 (6B  oR) (R, OR\._ .
da* ot da* ) 7

p=1L2...,2n (4.2.23b)

The first term is identically null (along a possible or actual path)
because of the self-evident property that

(6B N 6Rv)dv _ (% N 6Rv)gm(5_3 N ﬁRa) ~ 0. (@224)

da’ Ot ot oa* Ot
The last 2n terms of Equations (4.2.23) coincide with Equations (4.2.1).

By recalling the symbiotic characterization of analytic, algebraic, and
geometrical aspects by the conditions of self-adjointness, all the above listed
properties of Birkhoff’s equations can be synthetically expressed via the
following property.

Proposition 4.2.1 (Self-Adjointness of Birkhoff’s Equations). Necessary
and sufficient condition for a general nonautonomous first-order system
C(t,a)d” + DSt,a) =0, p=12...,2n (4.2.25)

which is analytic and regular in a star-shaped region #* of points of R x T*M
to be self-adjoint in %% is that it is of the Birkhoffian type, i.e.,

. oR, @R)\. (0B @R
C‘u‘,a + Dy = (aau — aaf)a — (@ + a—[.u) = 0 (4226)

PrOOF. Conditions (4.1.32) are the integrability conditions for two-forms (4.1.52), i.c.,

N . . . A D, p=12...,2nv=10
Cy = 3C, (da* A da*, C,,,,={C” wy=12 o

"

(4.2.27)
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to be closed, ie.,

dC, =0 (4.2.28)
(see the review at the end of Section 4.1). The regularity condition implies that C, is of
maximal rank and, therefore, is a contact form. The applicability of the converse of the
Poincaré Lemma 1.1.2.2 implies that form €, is exact, that is, a primitive one-form R,
on R x T™M exists such that

C, =dR,. (4.2.29)

The use of Equations (¢.2.20)—(4.2.24) completes the proof that Equation (4.2.25), under
the conditions of self-adjointness, necessarily have Birkhoffian structure (4.2.26). The
sufficiency is trivially established by the Direct Poincaré Lemma L.1.2.1 (Q.E.D.).

Thus Birkhoff’s equations are self-adjoint in a way parallel to the self-
adjointness of Hamilton’s equations. However, while Hamilton’s equations
are a particular form admitted by the conditions of self-adjointness, Birkhoff’s
equations are the most general possible form. A direct verification that Birk-
hoff’s equations verify all of conditions (4.1.32) is instructive (Problem 4.2).

The Calculus of Differential Forms, as used for the proof of Proposition
4.2.1, provides not only the integrability conditions for a two-form on R x
T*M to be an exact contact form, but also a solution for the primitive one-
form. A straightforward use of the techniques reviewed in Section L1.2
(Equations (1.1.2.30) in particular) permits the proof of the following
corollary.

Corollary 4.2.1a (First?* Method for Computing the Birkhoffian Func-
tions from the Equations of Motion). Under the condition of Proposition
4.2.1, the Birkhoffian functions R= (—B.R,) can be expressed in terms of
Equations (4.2.25) according to the rules

1
-R(a) = { L dt Tém(za)]av, p=01,2...,2n. (4230

We proved earlier in this section the contact geometric character of
Birkhoff’s equations. For completeness, we must also point out the following
difference between contact two-forms of Birkhoffian type and those most
commonly treated in the contemporary literature. The former possess, in
general, an explicit time dependence in their symplectic substructure, while
such a dependence is generally absent in the latter.

The difference originates from the fact that contemporary treatments of
contact two-forms have been usually patterned along the structure of
Hamilton’s equations. In this case, one starts from the fundamental sym-
plectic structure on T*M

1 {dR® &8RO
w; = %a;pv da* A da’ = 3 (aa: — aaf

=1,2,....2mk=012,...,n (4.2.31)

)da"‘ A da’ = dp, A dPF

2} Additional methods will be presented in Sections 4.4 and 4.5.
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and then performs the prolongation (Chart 4.4) into the contact two-form on
R x T*M

Oy = 10,da* A di® =

1 (6R? 8RS
2\da* o

)dﬁ"/\dd", wv=2012...,2n

(4.2.322)

oH
da*

. a=(,a) (4.2.32b)

which is the geometric structure of Hamilton’s equations, as the reader can
verify by particularizing Equations (4.2.21)-(4.2.24) for the canonical
case R = R® = (p, 0). The point is that the symplectic structure (4.2.31)
does not possess an explicit time dependence, and this feature persists under
prolongation to form (4.2.32).

The situation is altered by Birkhoff’s equations. As we shall see in the
next sections and in the examples at the end of this chapter, the computation
of a Birkhoffian representation for given Newtonian systems can be generally
achieved in practice via functions R, with an explicit time dependence.
Specific applications in mechanics therefore demand, in general, the initi-
ation of the geometric study via symplectic two-forms with an explicit
dependence on time

Q, = 1Q,.0, a)da® A da* =

L3Rt a) _O0R(t, @)
2 da* da*

:lda“ A da’, (4.2.33)

and this dependence clearly persists after prolongation to contact form
{4.2.20),

This difference between Hamiltonian and Birkhoffian contact two-forms
is not trivial. In fact, it has a number of rather delicate technical implications
which will be pointed out throughout our analysis. At this point, it is suf-
ficient to recall that the computation of the primitive one-form R, of an exact
symplectic two-form Q, via the converse of the Poincaré lemma demands
the use of a star-shaped region of local variables, or a topelogically equivalent
region (Section I.1.2). However, if a region of the variables {t, a(t)) is star-
shaped at a fixed value of time, this topological character is not necessarily
preserved at a later time. This problem is solved in Chart 4.6 via the para-
metric interpretation of symplectic forms (4.2.33) and their definition in a
region deformable to a curve. Additional technical aspects emerge within
the context of the transformation theory, and they will be pointed out in the
next chapter.

Let us now consider the Lagrangian image of the Birkhoffian representa-
tions or, more precisely, the transformation of the Pfaffian action (4.2.14) on
T*M into an equivalent action on TTM. This can be easily done (for strictly
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regular Birkhoffian representations) via the knowledge of functional de-
pendences (4.2.11a), under which we write

of = Jdt[Ru(t, ayi* — B(t, a)]
asf fdt[Rk(t, £ Y+ 84 n Y9 — B 5 )]
- jdt{Rk[t, r, M(z, r, 17

— M, M, .
+ St 1, M(t, 1, i-)]( atk + aarfk P+ aé\{“ ) B[t, r, M(z, T, r)}

def J dt Vi (¢, r, B -+ W, r, i')] def 'jdt Lit, v, i, 1) (4.2.34)

where the M’s are the implicit functions in the y’s, Equation (4.1.23), as
characterized by the first set of Equations (4.2.11a) under regularity condition
(4.2.12). One can see in this way that the Lagrangians are of second-order type
(i.e., dependent on the accelerations), although of the totally degenerate

type.2*
The variation of action (4.2.34) then yields equations

_ 4oL 4oL oL
dr oF At o o

3 L0 L0
_—{éht a*”E}V

+ [P/
PP s R =1 =

v, W (42.35)
ok’ .

which characterize a system of second-order differential equations, contrary
to the expectation of their being of third-order. Furthermore, the system is
linear in the acceleration whenever the Vs are independent of the velocities.

These results permit inspection of the Inverse Lagrangian Problem in a
new light. In fact, the lack of direct universality of first-order Lagrangians
may be due to the restrictions imposed by the first-order character. The direct
universality of Birkhoff’s equations and images (4.2.34) and (4.2.35) then
make it possible for the Inverse Lagrangian Problem to become directly

24 Recall that a totally degenerate Lagrangian occurs when each clement of the Hessian is
identically null. This is the case for second-order Lagrangians when they are linear in second-
order derivatives.
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universal for systems of second-order differential cquations under the
enlargement of the Lagrangian to those of the second-order totally degenerate
type, according to the structure

> 8L  d4L AL o .
—_ E Eq'j“ + E a—q_lk - a—qk = Aki(t! q, q)q + B(t! qs Q)9 (4.2.36&)

L = Wi, 9" + W(t, q, §). (4.2.36b)

The study of this problem is left to the interested reader (Problem 4.9).

We conclude this section with a few historical remarks. Equations (4.2.1)
have been studied, either in a direct or indirect/implicit way, by several
authors. First, the equations coincide, as far as their structure is concerned,
with Lagrange’s equations in first-order, totally degenerate Lagrangians. In
fact, by assuming for “Lagrangian” the expression

L(t,a,8) = —R(t, a)d" + B(t, a) (4.2.37)
Lagrange’s equations coincide with equations 4.2.1),
d 8L 6L (aRv 6Rﬂ)dv (6B 6R#)

dt 8a*  da*

2t ) (4.2.38)

da* da*

However, the use of the terms “Lagrange’s equations” for Equations
(4.2.1) would be misleading, particularly for the analysis of this volume. In
fact, our objective is to seek a generalization of phase space formulations,
while Lagrange’s equations were conceived for configuration space formula-
tions, and this spirit has persisted to this day.23

Additional studies more directly related to Equations (4.2.1) are those by
Pfaff (1814). In fact, the primitive one-form leading to the equations is
Pfaff’s form (or action), as recalled in regard to Equation (4.2.14). However,
it does not appear that Pfaff identified the true meaning of Equations (4.2.1)
as bonafide analytic equations of mechanics.

These latter properties were identified in full by Birkhoff (1927) who also
provided explicit examples of applications to mechanical systems. Perhaps
the best way to illustrate this historical point is through Birkhoff’s original
words (loc. cit., p. 89):

“Suppose now that we take an extended Pfaffian variational problem

t1 [ 2m
] f LZ XX,y X)X + Z(xy, ..., xzm):,dt =0, 12)
1o j=1 .

which leads at once to the system of ordinary differential equations of order 2m

= (8X; eX)\dx; oz
il el i B i=1,...,2m). 13
_,-;1 (ax,. 3xi) dt dx; G ) -( )

35 Lagrangians of type (4.2.37) represent first-order systems, and as such, they are along the
phase space (rather than the configuration space) formulation of mechanics.
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We propose to consider these equations in the case when there is an cquilibrium
point at the origin, under the assumption that the 2m analytic functions X; are such
that the schew—symmetric determinant

X, 0X;

ax;  0x;

is not 0 at the origin. The constant terms in the series for the functions X; may
obviously be omitted throughout.

It is clear that the Hamiltonian equations appear as a particular case of these
Pfaffian equations (12). As will be shown in the following chapter, this generalization
of the Hamilton’s equations possesses the same property of automatically fulfilling
all of the conditions for complete stability, once the obvious conditions for first
order stability are satisfied. Hence, from this point of view, the Pfaffian equations
seem as significant for dynamics as the Hamiltonian equations, although more
general in type. Moreover, they possess the additional advantage of maintaining
their Pfaffian form under an arbitrary transformation of the formal group.”

Notice the clear identification of Equations (4.2.1) by Birkhoff as being (1)
derivable from a variational principle; (2) a generalization of Hamilton’s
equations; and (3) “as significant for dynamics as Hamilton’s equations” 2¢
Specific illustrative applications were provided later on in Birkhoff’s memoir
and they are still recommendable for study. The extension to the nonautono-
mous case was provided soon after the quoted passage.

For these reasons, Equations (4.2.1) were called “Birkhoff’s equations™
by Santilli (1978c) and this terminology was subsequently adopted by a
number of authors. Additional studies on the equations which deserve
mention are presented here. The equations were briefly indicated by Whittaker
(1904) (which is the only reference known to the author for the period be-
tween the studies of Pfaff and Birkhoff). After 1927, the equations were
studied in more detail by Feraud (1930). Lee (1945), Pauli (1953), and
Martin (1959) studied them to a considerable extent, but primarily for quan-
tum mechanical considerations. More recently, Hughes (1961) considered
the equations for relativistic treatments.

All the references quoted above treat equations of type (4.2.1). The alge-
braic-geometric character of tensor (4.2.4) has been studied by numerous
authors, beginning with De Donder (1927) and Cartan (1971).

The variational self-adjointness of Equations (4.2.1) was identified by
Santilli (1978¢c) by reaching the first unified treatment of the analytic, alge-
braic, and geometric properties of the equations. This author also initiated
the first study (see Santilli (1978b)) of (a) the applications of the equations
to the representation of local nonconservative Newtonian systems; (b) the

26 Notice also Birkhofl’s emphasis on the regularity of the equations. The reader can now see
that Definition 4.2.1, apart a number of geometric and technical implementations, has been
conceived to coincide with Birkhoff”s original view as closely as possible. Netice also Birkhoff’s
mathematical elegance in expressing the regularity condition. In fact, it is expressed at the origin,
with the tacit understanding that its preservation at other points is guaranteed under regular
transformations.
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equations’ consequential role for the Inverse Problem; and (c) the identifica-
tion of their direct universality. The variational self-adjointness of the equa-
tions was subsequently studied by Sarlet and Cantrijn (1978) and Sarlet
(1979) (following a private communication by Santilli). These authors also
identified a Birkhoffian generalization of the Hamilton—Jacobi equations
which will be reviewed in Chapter 6. Additional studies, ¢.g., on the trans-
formation theory of Birkhoff’s equations, were conducted by Kobussen
(1978 and 1979). )

The application of Birkhoff’s equations to Space Mechianics was studied by
Broucke (1979), while the application to Biophysics was studied by Lumsden
and Trainor (1979). These and other applications are reviewed in Chapter 6.

Furthermore, a quantum mechanical generalization of Heisenberg’s
equations which leads to Birkhoff’s equations under the correspondence
principle has been proposed by Santilli (1978d), and it is also reviewed in
Chapter 6.

Finally, the reader should keep in mind that Birkhoff’s equations have
been studied by the author and presented in this volume for the treatment of
local non-potential forces (or interactions). In this way, the condition of
derivability from a potential inherent in most of the Hamiltonian treatment
is removed, but the locality condition persists.

In principle, Birkhofi’s equations might be studied for the possible repre-
sentation of non-local nonpotential systems (or interactions), via integro-
differential functions of the type

R, = Rt a) + f da'Ro(t, a, ),
P (4.2.39)

& = B(t, a) + f da'B'(z, a, a’),
D

which, via the reduction to second-order form presented earlier in this section,
can represent nonlocal nonpotential Newtonian systems of the type

mi — F(t, 1, ) — fdr’ K(, v,k ¥,..)=0. (4.2.40)
D

This use of Birkhof’s equations, even though computationally con-
ceivable, is not recommended here for a number of reasons. A first reason
is the nature of the underlying geometry, the symplectic or contact geo-
metry, which has been developed historically as a local-differential geo-
metry. No formulation of Birkhoff’s equations of integro—differential type
can acquire a true scientific value without the prior achievement of an
integro—differential formulation of the underlying geometry. Additional
reasons are pragmatic. The Inverse Birkhoffian Problem, as we shall stress in
Section 4.5, already has a quite difficult practical solution for local systems,
and these practical difficulties are expected to multiply for possible integro-
differential generalizations.
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For these (and other) reasons, it appears advisable that nonlocal non-
potential systems (or interactions) be treated with still more general equa-
tions, such as those of Lie-admissible type, according to the following chain
of progressive, physical, and mathematical implementations.?”

Local potential Lie-Hamiltonian
interactions formulations
Local nonpotential Lie-Birkhoffian (4.2:41)
interactions formulations -
Nonlocal nonpotential | Lie-admissible
interactions Jormulations

In fact, the direct universality of the Lie-admissible formulations for all
systems of type (4.2.40) has been established. The need for a suitable integro-
differential generalization of the underlying geometry emerges rather
naturally in the approach. Last, but not least, the explicit computation of a
Lie-admissible representation is truly simple for all systems considered
because it is based on algebraic equations with known solution (see Chart 4.7
for more details).

Different criteria for selections (based on the need for antisymmetric or
nonantisymmetric products and their relationship to closed or open systems)
are indicated in Chapter 6.

4.3 Birkhoffian Representations of Newtonian Systems

In Section 4.1 we reviewed the method for reducing a second-order system
to an equivalent first-order form. In Section 4.2 we introduced Birkhoff’s
equations as the most general possible equations derivable from a linear

2T The reader should keep in mind that virtually all studies in contemporary theoretical
physics are done along the first line of classification (4.2.41) (or its Lagrangian image). In fact,
the contemporary theoretical models currently receiving the majority of attention {particularly
in high-energy physics) are all dominated by the notion of local potential forces or interactions
and corresponding Lagrangians or Hamiltonians, At this writing (late 1980), the restrictive
character of the condition of potentiality appears to be propagating in both mathematical and
physical circles, and the number of papers on local nonpotential interactions, along the second
line of classification (4.241), is increasing considerably. However, the need for the still more
general nonlocal nonpotential interactions and their treatment along the third line of classi-
fication (4.2.41) (or some alternative possibility) is just beginning to be felt by mathematicians
and physicists.
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first-order variational principle. To proceed in our program, we must define
the notion of “representation™ of given equations of motion in terms of
Birkhofl’s equations. For this purpose, we first review the concept of repre-
sentation via Hamilton’s equations and then point out its Birkhoffian
generalization.

Suppose that a Newtonian system (4.1.22) is given, prescriptions (4.1.23)
have been selected, and the corresponding contravariant normal form (4.1.28),
ie.,

& = 2, a), @.3.1)

has been computed. The Newtonian vector field Z” is said to possess a
representation in terms of Hamilton’s equations (or be of Hamiltonian type)
in the neighborhood Z of a (regular) point (z, a) of the variables, when there
exist a function H(t, a), the Hamiltonian, such that all the following equations
are identically verified in %28

0,2t a) = BI-.;S; a), p=1,2...,2n (4.3.22)
6RY  ORS 0 :
Dy = o = 2" R = (p,0). (4.3.2b)

Under these conditions, the covariant normal version of equations 430
is self-adjoint (Theorem 4.1.2), and the following direct representation via
the conventional Hamilton’s principle in phase space holds

5 f 4R — HYE) = f dt[(mu‘,d" —‘Eﬂ) 5a“](E)
i1 11 aa SA

12
= f U@ — B s UE) = 0, &, = oy, T
" (4.3.3)

Conditions (4.3.2) are the local-analytic version of a corresponding
geometrical notion of the symplectic (and contact) geometry, that of the
Hamiltonian vector field. The latter is expressed in coordinate-free form via
the inner product (Chart 4.5)

E1w,=—dH (4.34)
and can be explicitly written in local coordinates

= — dgviva =2 P
2wy =382 w,,,, 5" da

8H

—ndat (435)

24 da* = —dH =

Hap2 =

=w

The equivalence of the geometric notion (4.3.4) with the analytic version
'+ (4.3.2) is then self-evident. Equation (4.3.5) also expresses the meaning of the

28 For topological conditions, see C;harts 4.4 and 4.5.
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fundamental symplectic tensor ,, as the geometrical tensor of the Hamil-
tonian vector field, that is, as the proper tensor for the lowering of the indices
of Ev.2°

The above definition of Hamiltonian representation is often restrictive in
practical applications in the following sense. Suppose that, rather than a
normal form, a general first-order form (4.1.30) is given,

C.t, mad* + D¢, a) = 0. (4.3.6)

By following Definition 1.3.11.1, we say that Equation (4.3.6) admits an
indirect analytic representation in terms of Hamilton’s equations when there
exist (4n® + 1) functions, a Hamiltonian H(¢t, a), and a regular matrix of
multiplicative functions (k}, (t, a)), such that the following identities hold:

Ay aH 43 LAY
Wyl — 55 = Hy(Cy@ + D), p=L12...,2n 4.3.7)
Clearly, the identities can hold if and only if
- oH
b, C,, = w,,, WD, =—-E, = - 2 (4.3.8)

In this sense, definitions (4.3.7) and (4.3.2) are equivalent. However, definition
(4.3.7) illustrates more clearly the generally indirect nature of the Hamil-
tonian representations,

Note that the integrability conditions for all representations (4.3.2), and
(4.3.7)arethose of Theorem 4.1.4, and, as stressed in Section 4.1, a Hamiltonian
for a given system does not necessarily exist within a fixed system of local co-
ordinates. -

The Birkhoffian generalization of the Hamiltonian notions introduced
above is straightforward. Consider a vector field Z¥(t, a), and suppose that
it is not Hamiltonian, that is, a functions H(t, a) verifying equations (4.3.2)
does not exist. This means, geometrically, that the fundamental symplectic
tensor w,, is not the lowering tensor of the vector ficld E”.

We shall say that the vector ficld =" possesses a representation in terms of
Birkhoff’s equations (or is of Birkhoffian type) in a neighborhood % of a
point (¢, a), when Birkhoffian functions R ,(t, ) and B(t, a) exist such that all
the following equations are identically verified in %*°

dB(t, a) 4 OR,(t, @)
da* o

R, R,

w7 ek da”

Q,uv(t’ a)E.V(I, a) = (439&)

(4.3.9b)

22 The fundamental Lie tensor «*" is the raising tensor for the covariant form Z,.

39 The preservation of the notation “a” in the transition from Hamilton to Birkhofl’s equa-
tions may be misleading unless properly understood: Strictly speaking, one should use different
notations, say, a = (r, p) for the former and b = (r, ¥) for the latter, to stress the differentiation
between the independent variables p and y. This differentiation has not been implemented here
to illustrate in a way as direct as possible the preservation of the analytic, algebraic, and geo-
metric character in the transition from Hamilton’s to Birkhofl’s equations.
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The vector field Z*(z, @) is nonautonomous. Representation (4.3.9) is there-
fore non-autonomous as well. However, following Definition 4.2.1, there may
exist also the following semi-autonomous representation

dB(t, a)
da*

in which the explicit time dependence is restricted to the Birkhoffian. Clearly,
an autonomous Birkhoffian representation of a nonautonomous vector field
does not exist.

The situation for autonomous vector fields E*(q) is different. First, these
vector fields may admit an autonomous Birkoffian representation which we
write

Q, (WE"(t, @) = (4.3.10)

JB(a)
da*

However, a non-autonomous representation in this case cannot be excluded,
because of the possibility that the explicit time dependences of the tensor
,, and of the Birkhoffian B “cancel out™ in such a way to yield consistent
equations (4.3.9).3!

To summarize, when the fundamental symplectic tensor w,, does not
permit the achievement of consistent identities (4.3.2), the transition to the
general symplectic tensor €, allows a solution. The vector ficld, however,
is not Hamiltonian. It has been called here a *“Birkhoffian vector field,”
following the terminology introduced by Santilli (1978c), to stress the lack of
Hamiltonian character while preserving a perfectly acceptable symplectic or
contact structure. Illustrative examples are given at the end of this and the
next chapter,

When contravariant form (4.3.1) is Birkhoffian, it admits the covariant
general form

Q,.(@)="a) = (4.3.11)

JdB OR
Q. (t, @)@ + Tt,a) =0, r,= 4

h= ot (4.3.12)

which is clearly self-adjoint (from Proposition 4.2.1). The following direct
representation of form (4.3.12) via the conventional Pfaffian principle then
follows

%R T . OB 8RN =
8 | di(R,& — BYE) = J: ldt[(ﬂma por —a-r—)SAéa ](E)

5]
z
= f A[(Q @ + T)sa0a"1(E) = 0. (43.13)
1
The Birkhoffian representations are the analytic version of a corresponding
geometric notion (studied in Charts 4.4-4.6) called the Birkhoffian vector field.

This notion can alse be introduced as a direct geometric generalization of the

31 As we shall see, this case occurs rather frequently in practical applications.
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notion of Hamiltonian vector field, via the inner product for the autonomous
case
Z21Q,=—dB (4.3.14)
with corresponding generalizations for the semi-autonomous and the non-
autonomous cases.
In the local coordinates needed for practical applications to specific
systems, Equations (4.3.14) read??

= = lgvrive Sk ]t
= Q:z - 26u1ﬂzgvlvz da

=Q,,,2"da"* = —dB = (4.3.15)

aauz
The generalization of Hamiltonian structure {4.3.5) so as to preserve the
underlying geometry (and therefore, the algebra) is self-evident.

As recalled earlier, first-order systems are generally given in form (4.3.6),
in which case the Birkhoffian definitions given above do not apply directly.
This limitation is resolved via the following definition.

Definition 4.3.1. A general covariant form (4.3.6), which is well defined,
analytic, and regular in a neighborhood # of a regular point of the variables,
admits a representation in terms of Birkhoff’s equations when a regular
matrix (h2(t, a)) of multiplicative functions which are analytic in % and a
set of Birkhoffian functions R,(t, @) and B(z, @) which are also analytic in
2 exist such that the following identities hold in 2 in a given ordering:

R, OR,\,, 0B OR, _
I:(aau . aav)a (aa,u + 7)]3 [h (Cava + Da)NSA]SA!

u=12...,2n (4.3.16)
The representation is called direct when (k) is the unit matrix; otherwise, it
is called indirect. Finally, the representation is called nonautonomous, semi-

autonomous, or autonomous when Birkhoff’s equations are of the corre-
sponding type in the sense of Definition 4.2.1.

It is understood that the integrability conditions for representations (4.3.9)
and (4.3.16) arc equivalent.

4.4 Isotopic and Genotopic Transformations
of First-Order Systems

As indicated in the preceding section, particularly in Deflnition 4.3.1, the
construction of a Birkhoffian representation is essentially dependent on the
capability of writing first-order systems in a self-adjoint form, and, more

32 1t is important to stress even at this introductory geometric [evel that the differentiation
berween the Hamiltonian and Birkhoffian vector fields is lost for the global coordinate-free formula-
tions of geometry. This point illustrates the need of local formulations and the insufficiency of
the coordinate-free approach in mechanics, if considered alone. For more details, see the geo-
metric charts at the end of this chapter.
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specifically, on the capability of turning a given non-self-adjoint system
into an equivalent self-adjoint form.

A technical context for the rigorous treatment of these transformations is

provided by the theory of Abstract Algebras and, in particular, by the so-
called isotopies and genotopies. In this section we shall deal with the simplest
possible part of the topic, that dealing explicitly with first-order systems.
A more technical treatment within the context of Abstract Algebras will be
provided in Chart 5.2.
Definition 4.4.1.3*  An equivalence transformation of a system of differential
equations (or first- or higher-order) is called self-adjoint (non-self-adjoint)
isotopic or self-adjoint (non-self-adjoint) genotopic, depending on whether the
transformation preserves, in the isotopic case, or induces, in the genotopic
case, the self-adjointness (non-self-adjointness).

This definition has been given for all possible equivalence transforma-
tions,** including those characterized by the transformation theory. If we
restrict the transformations to a fixed system of local variables, the only
possible transformations are those characterized by the multiplication of a
regular matrix of factor functions. The classification of all possible cases from
the viewpoint of the variational self-adjointness, then leads to the following
possibilities.

(Cow@ + Dsa =0 (CHa” + D¥)sa =0, (4.4.1a)
(C‘u\,dv + D,LI)NSA = 0 d (C:‘vdv ’+‘ D:)SA = 0, (4.4.1b)
(Cow@ + Dynsa = 0> (CHd" + Dfhusa = 0, (44.1c)

(C“\,flv +DJs =0— (C;'f,, a’ + D;’:)NSA =0, (44.1d)

- C;fv = h; Cu» Dt =h:D,. (4.4.1e)

According to Definition 4.4.1, the above cases can be identified as follows:

— transformations (4.4.1a) are self-adjoint isotopic because they preserve
the self-adjointness of the original system

— transformations (4.4.1b) are self-adjoint genotopic because they trans-
form a non-self-adjoint system into a self-adjoint one, by therefore
inducing the self-adjointness;

— transformations (4.2.1c) are non-self-adjoint isotopic because they pre-
serve the original non-self-adjointness of the systems; and, finally,

*3 R. M. Santilli (1977c). With a minimal amount of linguistic license, the Greek for “isotopic™
is 1'sog to'mog, which means “same configuration.” The term “genotopic™ has been suggested
to me by Mrs. Carla Santilli from the Greek yevve'w 1o'mov, meaning “induce configuration.”

34 Note that the term “equivalence” does not possess the traditional mathematical meaning
within the context of transformations (4.4.1) because, once an analytic and regular matrix # is
selected, the equivalence character of the transformation also depends on the system con-
sidered. For instance, (#{{¢)) may generate an equivalence transformation of the second-order
system Fift, q, 4, §) = 0 but not of the first-order system F (¢, g, §) = 0. Nevertheless, all trans-
formations considered in this volume are equivalence transformations by a construction. This
implies all the necessary restrictions on multiplicative functions, ensuring the equivalence of the
original and transformed systems. We shall therefore apply the term “equivalence transforma-
tion” to transformations of type (4.4.1) as well,
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transformations (4.4.1d) are non-self-adjoint genotopic because they
transform a self-adjoint system into a non-self-adjoint form, by therefore
inducing the non-self-adjointness.

A few examples may assist the reader in identifying the type of transforma-
tions under consideration. They are given below for the second-order case,
with the understanding that the first-order case follows similar patterns.

The equivalence transformation of the radial equation of a particle in a
central force field (studied in Example L.3.5, p. 1.212)

[m2r3i~' — M% 4+ mr? ———aV(F)] =90
NSA

ar
r#0)
= La m*3F — M? + mr® _@V(r)
mr Or [nsajsa
. G 1 4 ()]
= |:mr —_ ;1;3 + 6r :LA = 0, (442)

is a self-adjoint genotopic transformation. The inverse transformation is
then of non-self-adjoint genotopic type. What is important for this analysis
is that the multiplication of the equation of motion by the term 1 Jmr? clearly
leaves the solution of the system unaffected (equivalence transformation),
yet it is not trivial from the viewpoint of the existence of a Lagrangian repre-
sentation. In fact, this representation exists (and is well-known) for the self-
adjoint form of the equations of motion, yet does rot exist for the equivalent
non-self-adjoint form. Notice that the form of the equation of motion origin-
ating from Newton’s second law (mi — F = 0) is self-adjoint in this case.

The equivalence transformation of the equation of motion of a particle
subject to a linear velocity-dependent drag force (studied in Example 1.3.1,
p. 1.206)

. . L. .
[F + 7#lnsa =0— {; [ + ?T]NSA} =0, (44.3)
SA
F£0Lm=1)

is a self-adjoint genotopic transformation. In this case the transformation
inducing self-adjointness is provided by the factor 1/# (which the reader can
verify through (#.12)). Notice that, in this case, the equation of motion
originating from Newton’s second law is non-self-adjoint.

For additional illustrations of the self-adjoint genotopic transformations,
we refer the reader to the examples at the end of this chapter (as well as those
at the end of Chapter 5 and of the Appendix).

The case of self-adjoint isotopy is similar to that of self-adjoint genotopy.
For instance, the equivalence transformation of the one-dimensional
harmonic oscillator (conservative case),

[F + rlsa = 0> {62 + P)F + lsadsa = 0 (444)
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preserves self-adjointness. The reader is encouraged to verify this. The
equivalence transformation of the particle with linear velocity damping
(nonconservative case),

1 1
[—. P + y] =0 {e""r‘[—. P+ v] } =0, (44.5)
f SA ¥ SA)SA

also preserves self-adjointness. According to Definition 4.4.1, (4.4.4) and
(4.4.5) are therefore cases of self-adjoint isotopy.

Equivalence transformations which induce the non-self-adjointness are
particularly useful in generalizing variational principles so as to represent
directly non-self-adjoint systerns, and they will be considered later. The same
transformations are also useful for the non-Lie study of Newtonian systems
(e.g., that of Lie-admissible type), but this latter approach will not be con-
sidered here.

In conclusion, the behavior of a given system of differential equations
under conditions of variational self-adjointness is highly sensitive to the way
in which the system is written. In particular, the multiplication by a regular
{and thus invertible) matrix of functions, while leaving the implicit functions
{and thus the solutions} unaffected, generally alters the variational character
of the system. )

Clearly, the transformations that are important for the Birkhoffian repre-
sentations are those of self-adjoint {isotopic and genotopic) type. Their
integrability conditions are identified in the following theorem where the
terms “self-adjoint transformations” represent both the isotopic and the
genotopic ones.

Theorem 4.4.1 (Sclf-Adjoint Transformations of First-Order Systems).
Consider a first-order system

Cit, a)@” -+ D(t,a) = 0, e=1,2,...,2n (4.4.6)

which is well-deﬁnefi, analytic, regular, and either non-self-adjoint or self-
adjoint in a region & of the variables (¢, a). A necessary and sufficient condi-
tion for the transformation in #
{Fit, DLCu(t, @@ + D(t, a)]} = [CEft, a)d® + Di(t, @)] = 0, (44.7a)
C¥ =hCp, DFf=hiD, det(h)H) #0 (44.7b)
to be self-adjoint is that all the conditions
Ch+ChL=0 (4.4.82)
% L3 ®
aaca T+ %i# + aai:“ =0, (4.4.8b)
acy, ob} oD}
ot da®  da*’
wvrt=12...,2n

(4.4.8¢)

are identically verified in .
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Asindicated in Section 4.1, in practice one often constructs first a covariant
normal form (4.1.31) for the possible identification of a Hamiltonian. When
this form is not self-adjoint (and a Hamiltonian does not exist), one can
search for a Birkhoffian representation. In this case the following particu-
larization of Theorem 4.4.1 is useful.

Corollary 4.4.1a. When system (4.4.6) is the (not necessarily self-adjoint)
covariant normal form

We @' — Zlt, @) = 0, {4.4.9)
conditions (4.4.8) for the construction of a self-adjoint general form

{hz(t: a)[wavdv - Ea(t’ a):[}SA = [C,uv(ts a)dv + D_u(t! a):‘SA: (44103')

Cpy = By, D, = —H2E,, (4.4.10b)
reduce to
gy + K0y = 0, (4.4.11a)

oh? e Ot
¥ P F Oy = 44,
aa; wuv + aa,u war + aav wau 0: ( 4 llb)
on? & . & .
bt Qo T g E) — py (h3E,). (4.4.11c)

Sometimes, self-adjoint transformations admit a tensor A, with constants
clements. The following particular case is then useful.

Corollary 4.4.1b. When all elements of the matrix (h}) are constants,
conditions (4.4.11) become

oy der (B g
(hn) - (h3 h4 ’ (4-4.123.)
hy=hl, h=—hl, hy=—Hh, (4.4.12b)
je 9Bz e ®Ba_ (4.4.12¢)

¥ 2a’ Y a*

The algebraic and geometrical implications of the self-adjoint transforma-
tions can be pointed out, in a preliminary way, via the following theorem. Its
proof is a direct consequence of the algebraic and geometric meaning of the
conditions of self-adjointeness (Section 4.1) and, as such, is ignored here.

Theorem 4.4.2 (Lie and Symplectic Character of the Self-Adjoint Trans-
formations). Under integrability conditions (4.4.8), transformed systems
(44.7) have a Lie algebraic and a symplectic geometric structure, in the
sense that the brackets :

04 B

[4, B]* = Py C*¥Mt, a) 7 C* = (|CH ™1 (44.13)
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are Lie, and the two-forms
C} = 3Ck (1, a)da* A da® (4.4.14)

are symplectic.

Recall that Theorem 4.4.1 applies whether or not the original system is
self-adjoint. The following classification of Theorem 4.4.2 then follows.
(A) Self-adjoint isotopic transformations. In this case the original brackets
04 B
[4, B] = B c*

a¥ da®’

C* = (|| Cgll =)™, (4.4.15)

are Lie, and the exterior two-form
C, = 3C,, da* A da’ (4.4.16)

is symplectic. We therefore have the Lie algebra preserving transformation of
the brackets
a4 B 04 oB

=22 ew A, B]* = 25 omr 22
(4, B] da* da ! da* da’

(4.4.17)

with corresponding symplectic preserving transformation of the two-form

Cy = 3C,, da* A da’ > C% = IC, da* A da’. (4.4.18)
(B) Self-adjoint genotopic transformations. In this case the original brackets
84 . 0B
- ‘uv a— v Fe
(4, B) po C P 4.4.19)

are not Lie, (e.g., the tensor C* is not totally antisymmetric). Consequently,
the tensorial two-form

C, = C,, da* ® da’ (4.4.20)

cannot be reduced entirely to the exterior form (4.4.16)*° and, as such, is not
symplectic. In this case we have the Lie algebra inducing transformation of
the brackets

84 _ 0B a4 oB

— 5w N ® _ Y2 ey U8
(4, B) Ba“c éa* [4, B] 7 ¢ da®

o (4.4.21)

3% Recall from Section L.1.2 that the tensorial product & is neitheir symmetric nor anti-
symmetric, while the exterior product A is totally antisymmetric. It then follows that, whenever
the tensor C,, is antisymmetric, the tensorial two-forms reduce automatically to the exterior one,
according to the rule

Cpp da" @ da” = H(C,, — C,)da* A da*
+ HCy + C,)da" x da* = C,, da* A da.

If the tensor C,,, is not antisymmetric, this reduction is not possible, and the underlying geometry
is not symplectic,
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with corresponding symplectic-inducing transformation of the (tensorial)
two-form

C, = C,, da" @ da® ~ C§ = $C*, da* A da. (4.4.22)

Note that all transformations (4.4.17), (4.4.18), (4.4.21), and (4.4.22) occur,
by construction, within one single fixed system of local variables. As a result,
the transformations express the algebraic and geometric degrees of freedom
of the specific reference frame of the observer. Also, since no change of
variables is inivolved, the transformations are a new algebraic and geometric
type, which will be studied in more detail in Charts 4.2.

It is remarkable that the identification and treatment of these new trans-
formations is a direct result of the conditions of variational self-adjointness.

By comparing Theorems A.1.1 and 4.4.1, we see a considerable similarity
in the construction of self-adjoint transformations for second- and first-
order systems. Nevertheless, a deeper study reveals a rather profound dif-
ference at the basis of the universality of the Inverse Problem, as weil as of a
number of important properties.

As stressed in the Introduction, second-order systems do not necessarily
admit a self-adjoint transformation within a fixed system of local variables. As
aresult, a Lagrangian or a Hamiltonian for the representation of 2 Newtonian
system in the coordinate and time variables of the experimenter does not
necessarily exist.

The situation for first-order systems is different. (Havas (1973)). In fact,
as we shall show, first-order systems always admit a self-adjoint transformation
within fixed local variables. As a result, whenever a Hamiltonian does not
exist, a Birkhoffian representation can be established.

Theorem 4.4.3 (Universality of the Self-Adjoint Transformations of
First-Order Systems). Lecal, anaiytic, regular and even-dimensional
systems of first-order ordinary differential equations always admit at least one
self-adjoint transformation in the neighborhood of a regular point of their
variables.

ProOF. To prove the theorem it is sufficient to consider the case when the functions
k2 of Bquations (4.4.10)%¢ possess an explicit time dependence. Equations (4.4.11) always
admits a solution in the neighborhood of a regular point because they can be written
in the equivalent Cauchy-Kovalevski form

ohy, av d = av a =)
é‘: = @ T (hZ,) —w 2 (HE,), (44.23)

and the functions E, are analytic. Moreover, the intial conditions ¢an be ¢chosen in such
a way that the tensor k% c,, has a curl structure, say, C5, at the initial time ¢ = #,. Thus
the Cauchy-Kovalevski theorem is verified. This ensures the existence of an (analytic)

3¢ The proof deals with the particular case of Equation (4.4.10). Its extension to the general
case (4.4.7) is left to the interested reader (Preblem 4.3).
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solution A7 such that i w,, has a curl structure at all times, as can be seen in the formal
expression

Q,(2, a) = hi(t, Mo, = (4.4.29)
All tensors of rank two with a curl structure venfy Equanons (44.11a) and (4.4.11b) (see
Problem 4.2), and this completes the proof of the theorem. (Q.E.D.).

Theorem 4.4.3 is remarkable inasmuch as it establishes that system (4.4.11)
of partial differential equations in the unknown functions A, for fixed terms
., and Z, is always consistent, despite its overdetermined character, with a
similar case occurring for the more general system (4.4.8).

The geometric implications of the solutions are also intriguing. Recall that
the systems considered are nonautonomous and that, as such, they can be
more properly described via the contact geometry. Recall from Section 4.2
that contact two-forms, in their current general formulation, have attached
symplectic forms without an explicit time dependence. Theorems 4.4.1, 4.4.2,
and 4.4.3 establish instead that the presence of an explicit time dependence
in the symplectic form is rather natural in mechanics,

The following method for the explicit construction of a self-adjoint form
due to Hojman (1981) is important on both formal and practical grounds.

Propesition 4.4.1 (A Method for the Construction of a Self-Adjoint
First-Order Form). Consider a contravariant, first-order, normal form,

@ =5%t,a), pu=12...,2, (4.4.25)

which is analytic in the neighborhood 2 of a regular point of the variables,
and suppose that 2n independent first integrals I*(t, a),

o B
"t a)= ai + % B =0, (4.4.26a)
det(aI"/aa")(@) #0 (4.4.26b)
are known. Consider 2n functions G ,(I(a)) such that
9G, 9G,
det( T )(P/P) # 0. (4.4.27)
Then the covariant general form
Cp(t, a)d” + D,(t,a) = 0, (4.4.28a)
8G, 3G\ o1* aI*
C, = (W _ ﬁ) i (4.4.28b)
D, R (4.4.28c)

is self-adjoint in %.
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The proof of Proposition 4.4.1 is left as an instructive exercise for the
interested reader (Problem 4.4). The construction of the Birkhoffian func-
tions via the method of the proposition will be presented in the next section.

The reader should keep in mind that (as was the case for Theorems 4.4.1
and 4.4.2) Theorem 4.4.3 also applies whether or not the original system is
self-adjoint. In the former case, an analytic representation already exists,
while in the latter case, it is induced by the transformation.

By recalling the remarks following Theorem 4.4.2, we can conclude this
section by stating that the self~adjoint isotopic (genotopic) transformations
preserve (induce) the derivability of the system from a variational principle, its
Lie algebra character, and its symplectic geometric structure.

4.5 Direct Universality of BirkhofP’s Equations

Definition 4.3.1 and Theorem 4.4.3 are sufficient for establishing the direct
universality of Birkhoff’s equations. Nevertheless, for the sake of complete-
ness, we shall give below a more direct proof based on the Cauchy-Kovalevski
theorem to establish the existence of the Birkhoffian functions.

Theorem 4.5.137 (Direct Universality of Birkhoff’s Equations for Local
Newtonian Systems). All local, analytic, regular, finite-dimensional, un-
constrained or holonomic, conservative or non-conservative, and self-adjoint
or non-self-adjoint systems in first-order form always admit, in a star-shaped
neighborhood of a regular point of their variables, a representation in terms
of Birkhoff’s equations in the coordinate and time variables of the experi-
menter.

PROOF. Unconstrained systems of the class admitted are given by the essentially non-
self-adjoint systems (Definition 4.1.1). In the (Cartesian) coordinate and time variables
of the experimenter, they can be written®®

{[(maFku _ﬁm(lﬁ r, l.'))ESA - Fka(t) I, i-)]NENSA - 3’7;“-,({, I, l'.)}ENS.‘«\ = 05
k=123, a=12...,N, reE;y (4.5.1)

and they do not admit a Lagrangian (or a Hamiltonian) representation in the local

variables considered.
To reduce the systems to equivalent first-order forms, introduce the physical (gener-
ally non-canonical) linear momentum

Pra = g ];ka (4'5‘2)

37 The Lagrangian version of the theorem (see Chart 4.3) was formulated and proven by
Havas (1973). Theorem 4.5.1 in the given Birkhoffian version, was given by Santilli (1978c). Note
that the systems need not necessarily be Newtonian (e.g., they may have acceleration-dependent
forces). The theorem is extendable to systems of order higher than one via the reduction to
first~order form presented in Chart 4.3.

38Ty Equations (4.5.1). no summation on the repeated « index exists.
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as a realization of prescriptions (4.1.23). The contravariant normal forms (4.1.28) are
then given by

I Pra/m )

L o a =0 (453
(,,) ( E58(, £, p/m) + FYESN(, 1, plm + FEAG, r, pfn) (#53)
and can be written in unified notation

& — E(t, a) =0, (4.5.42)

. P _ pint
(a) = (p); (E) = (fESA + FNENsA | f/‘:ENSA)' (4.5.4b)

Qur proof of the theorem consists of showing that, under the assumed smoothness
and regularity conditions, the fundamental equations (4.3.9) for a Birkhoffian repre-
sentation, ie.,

oR(t, @) BR, (1, 0) 0B @) OR,()
da* oa’ Ba* o

always admit a solution in the functions R, and B, that is, a solution exists for an arbitrary
functional dependence of the vector field =", As such, the proof automatically extends to
arbitrary prescriptions (4.1.23) other than the physical selection (4.5.2), as well as to
arbitrary second-order systems of the class admitted, e.g., holonomic systems in the
general form (.£.9). By recalling particularization (4.2.2), the conventional Hamiltonian
representation of systems with potential forces is a trivial subcase.

p=1,2...,2n (455

]sva, a) =

Case 1, The Functions R, have an Explicit Dependence on Time (Non-autonomous Case).
For any given function B, equations (4.5.5) are of the Cauchy—Kovalevski type, as one
can see by writing them in the form

R, (&Rv aR,t)___v 2B

& \oa* ea)  éa" #56)
Then, under the assumed smoothness, regularity, and locality conditions, Theorem 1 of
Chart A.3 holds, and a solution always exists.

Notice that this case applies also when the vector field is autonomous, by therefore
being sufficient per se to prove the theorem. Nevertheless, to be in line with contemporary
formulations of contact two-forms,*® the case of autonomous functions R, (a), when
applicable, is reievant.

Case 2. The Functions R, do not have an Explicit Dependence on Time (Semi-autonomons
and Autonomous Cases). The fundamental equations for a Birkhoffian representation
are now given by Equation (4.3.10), for the semiautonomous case, and by Equation
(4.4.11), for the autonomous case. However, both sets of equations are of the Cauchy-
Kovalevski form, as one can see by writing them in the form

Zn =
Ry _ —(E’)’{Z &=V+ — R,,} 457

da' & 8"~ dat
under identification
B=R,E (4.5.8)

and this completes the proof of the theorem. (Q.E.D.).

39 See the remarks in Section 4.2 following Corollary 4.5.1a.
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A number of physical and mathematical properties deserve inspection.
First, we would like to identify the nature of the “direct universality” of
Birkhoff’s equations. This can be done by identifying all the mathematical
algorithms at hand, that is, the local coordinates ¢ and a = (r, p), and the
function B (the meaning of the functions R, will be identified shortly).

Corollary 4.5.1a. The direct universality of Birkhoff”s equatioﬁs Jor local
unconstrained Newtonian systems in Euclidean space is characterized by
the following properties.

1. The local variables t and r can be the time and Cartesian coordinates
actually used by the experimenter,

2. The variables p can be the physical linear momenta mf,

3. Thefunction B(t, @) can be the physical energy E,,,, that is, the sum of
the kinetic energy and of the potential energy of all self-adjoint forces.

Note that the physical energy can be equivalently defined as the total energy
of the maximal self-adjoint subsystem of (4.5.1). Needless to say, the total
energy is generally ron-conserved because of the presence of contact non-
potential interactions. The definition is also introduced to stress the distinc-
tion from the familiar canonical Hamiltonian (which, as pointed out in
Chart A.11, is often “conserved” while the system is nonconservative).

The reader can now appreciate the importance of the direct universality of
Corollary 4.5.1a. In fact, lacking a precise physical identification for all the
mathematical symbols at hand, one risks drawing mathematically correct
conclusions which are physically meaningless. This situation becomes even
more pronounced when one confronts the problem of quantizing non-
potentialinteractions, as is expected for mutual penetration of wave packets.*?
In this case the canonical momentum “p,” the canonical angular momentum
“M” = I X P..m, and the canonical Hamiltonian “H” do not represent the
physical linear momentum, the physical angular momentum, and the physical
energy, respectively, as a necessary condition for the existence of a Hamiltonian
representation. But then, the attempt to preserve conventional quantum
mechanical settings (e.g., the spectrum of “H” interpreted as “cnergy levels,”
or the spread “Ap” interpreted as “uncertainty in the momentum,” etc.)
risks being sterile.

It is hoped that the reader will begin to see a reason for this volume’s
emphasis on achieving analytic representations of Newtonian systems first
in the variables and functions of direct physical meaning. Once this has been
achieved, one can then study mathematical topics (such as nonlinear,
experimentally unrealizable transformations of the coordinates), by mini-
mizing possible physical inconsistencies.

Corollary 4.5.1a essentially states that one can first identify the quantities
t,r, p and B = E,, directly with physical quantities, and then search for a
Birkhoffian representation. But the quantity B represents, in this case, only

40 This problem will be touched in the charts of Chapter 6.
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potential forces. This creates the need for identifying the ways in which
Birkhoff’s equations represent the remaining nonpotential forces. At this
point the geometric or algebraic structure of Birkhoff’s equations acquires
a direct dynamic content.

Corollary 4.5.1b.  Under the conditions of direct universality of Corollary
4.5.1a, all nonpotential (non-self-adjoint) forces are represented by the
covariant symplectic tensor

éR, OR

qu(t, a) = EI; - 6(1#’ (459)

or, equivalently, by the contravariant Lie tensor
Q(t, @) = (| Qqpll =1 (4.5.10)
In particular, when the Birkhoffian represents kinetic energy only, all acting

forces are entirely represented by the geometric or algebraic tensor.

The difference between the Hamiltonian and Birkhoffian time evolutions
(say, for the autonomous case)

.. 8d , 0H

Ala) = Fye s PPk [4, H], (4.5.11a)
04 oB
A@) = 55 (@ 5 = (4. BT @5.11b)

can now be understood. In the conventional Hamiltonian case, all forces
(whether potential or not) are represented by the Hamiltonian, In fact, the
fundamental Lie tensor w** has constant elements and therefore does not
carry a direct dynamic content. In the transition to the Birkhoffian case the
situation is different insofar as the Birkhoffian represents only part of the acting
forces, while the remaining forces are directly embedded in the structure of the
brackets of the time evolution.

Equivalently, we can say that the direct universality of Birkhoff’s equa-
tions, in the final analysis, is a consequence of the utmost possible use of the
underlying geometry and algebra. When the realizations of symplectic two-
forms and Lie brackets are restricted to canonical forms, the capacity to
represent unrestricted systems in the coordinates of the observer is lost.

For an explicit illustration of this important function of the geometry and
algebra, we recommend that the reader consult the examples at the ¢nd of this
and the next chapters, with particular reference to Example 4.1 on the
Hamiltonian and Birkhoffian representations of the (Newtonian) electro-
magnetic interactions.

After having identified the admissible physical meaning of the local vari-
ables, the Birkhoffian functions, and the underlying geometric/algebraic
tensors, the next objective is to characterize physically the space in which
Birkhofl’s equations act. The relevance of the characterization will be pointed
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out soon, Note that, on mathematical grounds, the problem has been solved
in Section 4.2 via the identification of the local variables g* with a chart of
the cotangent bundle T*M. It is advisable to compare the most salient
physical properties of the carrier space of Birkhoff’s equations with those for
the HamiMonian case.

Corollary 4.5.1c.  While the variables r and p of a Hamiltonian representa-
tion are canonically conjugated, i.e., they verify the canonical rule

oH

=5 (4.5.12)

and span a phase space, the variables r and p of a Birkhoffian representation
are not canonically conjugated because, in general,

Pt (4.5.13)

As aresult, the space of the Birkhoffian variables,a = (v, p), is not necessarily
a phase space; it will be referred to as a “ dynamic space.” In particular, while
the phase space can be equipped with a fundamental Lie algebra structure
w"” which represents directly the fundamental Poisson brackets

VY — oYy — ([ri, T‘j])([ri, pJ]) _ 0 +1
(> ) = ([a", ']} ((I:Pi: (s, Pj])) (_1 0), (4.5.14)

this structure is inapplicable to the dynamic space and must be replaced with
the general Lie algebra structure, Q*'(a),*' which now represents the
generalized fundamental brackets

@@ = (e, a1 = (LTI P ) ( o (1]) @5.15)

As a result, components of coordinates and moments with different indices
commute in the phase space,

[ri, rJ] = [pis p;] = [ris PJ] = 0: i #:J: (4516)
but they do not generally commute in the dynamic space
[ria rj]* # 07 [p:', pj * # 0: [ria p;]* # 0’ i # J (4517)

The loss of the conventional phase space and its replacement with a more
general space has a rather deep impact in mechanics. For an idea, consider
the problem of quantizing non-potential interactions when the classical
equations are given by Birkhoff”s (rather than Hamilton’s) equations. Under

*! We exclude the nonautonomous case because of the lack of algebraic character of Birk-
hoff’s equations (Chart 4.1).
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these circumstances, conventional physical laws for potential interactions,
such as Heisenberg’s uncertainty principle,

ArAp = 1A, (4.5.18)

cannot even be consistently formulated, let alone applied, trivially, because
of the loss of the quantum mechanical version of fundamental brackets
(4.5.14).

The differences between the dynamic space and the conventional phase
space constitute one of the best mathematical formulations of the physical
differences between the potential and nonpotential interactions. Jointly, the
differences illustrate the essentially misleading nature of the Hamiltonian
formulations when applied to nonpotential interactions, unless proper care
is used for the physical interpretation of the algorithms at hand.

In fact, if Hamiltonian representations are used for non-potential systems,
conventional quantum mechanical images are expected to apply, leading to
principle (4.5.18) (because now commutation rules (4.5.14) hold). This con-
clusion is mathematically correct, but its physical interpretation is in doubt
because, as indicated earlier, a necessary condition for the existence of the
Hamiltonian representation is that the quantity “p” does not represent the
physical lingar momentum. In the transition to the Birkhoffian representation
of the same system, according to the direct universality of Corollary 4.5.1a,
insidious physical occurrences of the type considered are removed by con-
struction. However, a generalization of basic physical laws which is more
directly compatible with the underlying generalized algebra and geometry
appears unavoidable.

Occurrences of this type should not be surprising. Hamilton’s equations
(without external terms*?) have been developed throughout this century for
the study of potential interactions. Birkhoff’s equations have been redis-
covered for the study of fundamentally more general interactions. The fate of
the underlying physical laws is then predictable.

After having identified some preliminary physical aspects of Birkhoffian
representations, the next objective is to determine methods for computing
the Birkhoffian functions from the equations of motion. Notice that a first
method is provided by Corollary 4.2.1a. However, the method is of somewhat
formal inspiration and, as such, calls for reformulation into an operational
version. The identification of additional methods and their interpretation is
also desirable.

Corollary 4.5.1d.  Suppose that a second-order Newtonian system is given,
and its equivalent contravariant first-order form (4.5.4) has been constructed
via physical prescriptions (4.5.2). Some methods for the construction of the
Birkhoffian functions R (t, a) and B(t, a) from the equations of motion are the
Jfollowing.

42 Qee footnote 5 of the Introduction.
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Method 1.**  Identify B with the total energy E,, in the sense of Corollary
4.5.1a, and then solve the Cauchy-Kovalevski equations (4.5.6) in the
functions R,,.

Method 2.*>  Construct a self-adjoint covariant general form
[Q,uv(t: a’)év + Fu(t: a)]SA =0 (4519)
via the methods of Section 4.4. The functions R, are then given by

Rt a) = [ fo & Q0 'ra):la“, (4.5.20)

and the Birkhoffian is provided by the rule

B(t,a) = — [ J;) 1 d'z:(l“,1 + %)(t, ra)]a". (4.5.21)

Method 3.** Suppose that 2n independent first integrals IX(t, a) (in the
sense of Proposition 4.4.1) are known. Then functions R,,, from Equations
(4.4.28b), are given by

oI
R,u(ts ﬂ') = Ga @1 (4-5.22)
and the Birkhoffian is given by
B(t,a)= —G, %It“ (4.5.23)

A few comments are in order, The first method is clearly inspired by the
desire to have a direct physical meaning for all local variables and functions.
However, the method leads to functions R, possessing, in general, an explicit
dependence on time, as evident from Equations (4.5.6). The geometric
implications of this dependence have been indicated in Section 4.2, and the
algebraic implications are pointed out in Chart 4.1. The reader should be
fully aware of these implications before passing to applications (e.g., quantiza-
tion). A method for attempting the elimination of the explicit dependence on
time will be worked out shortly.

The second method is recommended when no physical condition is
imposed on the meaning of the Birkhoffian and on the prescriptions for the
construction of the first-order form. It is often preferable in practice, clearly,
because of the greater freedom in the Birkhoffian functions. Notice that,
compared with Proposition 4.2.1, the method stresses the need to compute
first the R-functions and then the Birkhoffian, as clearly expressed by the
contribution of the former to the latter according to Equation (4.5.21). This

43 Santilli (1978c).
44 Hojman (1981).
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necessary procedure is somewhat hidden in formal method (4.2.30).* This
second method is more readily set for the semi-autonomous case, that is, for
the representation of nonautonomous vector fields by autonomous R-func-
tions and the consequential elimination of the problematic aspects of Chart
4.1.

The third method is conceived to provide a first interpretation of the re-
sults. In fact, it essentially emerges that the Birkhoffian functions are functions
of a maximal independent set of first integrals.

It should be stressed that none of the methods guarantees the capability of
actually constructing the Birkhoffian functions in the needed explicit form. In
fact, the solutions are often expressed by power-series expansions. Theorem
4.5.1 guarantees their convergence and therefore, the existence of a solution,
but the computation of the sums in the needed explicit closed form may often
turn out to be beyond practical computational capabilities.

Example 4.4 has been included to illustrate the practical difficulties in the
construction of the Birkhoffian functions. The possibility of constructing
approximate Birkhoffian representations (that is, representations provided
by the first terms of convergent power-series expansions) should not be over-
looked. In fact, Physics is intrinsically an approximation of nature. The
important point is to identify the degree of approximation which can be
accepted for the case at hand.*® This line of study is left to the interested
reader (Problem 4.5).

After the identification of the methods for the construction of the Birk-
hoffian functions, the next problem is to study their degrees of freedom, that
is, their functional arbitrariness for fixed implicit functions (or solutions).

Corollary 4.5.1e. A given second-order Newtonian system verifying the

conditions of Theorem 4.5.1 always admits infinite varieties of equivalent

Birkhoffian representations, all in the same time and coordinates of the

experimenter. Some of the furictional degrees of freedom are the following.
Class 1. An infinite variety of prescriptions (4.1.23) exists, i.e.,

Vo= Multr, 8, k=1,23 a=12...,N, (4524)

for the construction of equivalent normal forms, one for each selection of the
arbitrary functions My, (subject to regularity conditions (4.1.24)). For each
of these infinitely different possibilities, Theorem 4.5.1 applies and the
corresponding Birkhoffian representations are equivalent, in the sense that
they can all be reduced to the same second-order system.

45 Another important difference between methods (4.2.30) and (4.5.20)-(4.5.21) is that in the
former, the z-factorization includes that of time, while such factorization is absent for the latter,

46 For instance, the approximation of Newtonian systems via the functions L = T — V and
H = T + V should be rejected because it literally implies the existence of perpetual motion
in our environment. Along these lines, a (local, nonpotential) Birkhoffian approximation is more
acceptable because it provides a quantitative treatment of the nonconservative character of
the systems. The understanding is that by no means should such a Birkhoffian representation be
considered terminal in character, owing to the more realistic non-localfintegral and non-
potential/non-self-adjoint nature of the systems, as indicated at the end of Section 4.2.
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Class 2. For each prescription (4.5.24) and each self-adjoint covariant
general form, an infinite variety of different isotopic transformations exists

{h(t, D[, @) + T,(t, a)]sadsa = O, det(h X&) # 0 (4.5.25)

~ originating from the degrees of freedom of the solutions of system (4.4.8). For
each of these self-adjoint forms, Theorem 4.5.1 holds. Al corresponding
Birkhoffian representations are then equivalent in the sense that they all
admit the same vector field E*.
Class 3. For each prescription (4.5.24), isotopy (4.5.25), and corresponding
Birkhoffian functions R, and B, an infinite variety of functions exists char-
acterized by the gauge transformations

R,(t, @) > Rift, @) = R(t, a) + a—i&i) (4.5.26a)
3G
Bt, @)~ B(t.a) = B, @) - 5" (4.5.26b)

All the corresponding Birkhoffian representations are equivalent in the sense
that Birkhoff’s equations are the same for all possible Junctions (4.5.26), i.e.,

4R, _ 2R, & oB’ + %
da*  da’ da* at

_ (3R, @R\, (6B GR,
= ( — aa“)“ (ﬂ+ﬁ). (4.5.27)

Note that degrees of freedom for Class 1 actually imply the initiation of the
transformation theory. In fact, starting from the physical variables g =
(r. p), p = mi, the degrees of freedom imply the transition to the different
variables a’ = (r, y) where y now is no longer subject to the condition of
direct physical meaning,. Clearly, the transition ¢ — o' is a particular type of
transformation in the cotangent bundle. As such, it will be studied in the
next chapter. We have included the case here to stress the property that
Theorem 4.5.1 is consistent for all possible prescriptions (4.5.24), whether
physically inspired or not.

The degrees of freedom of Class 2 are a direct result of the methodology of
the Inverse Problem and can be constructed via the following rule of Birk-
hoffian isotopy

ORY  OREY ., _ {6B* 4 OR¥
)" T\ T e

R, OR). (3B  OR,
— I _ RN (2B . (4528
{h“[(aav 3a")a (6a“ " )]SA}SA (4.5.28)

~ Clearly, here we have a cotangent bundle image of the Lagrangian iso-
topies of the Appendix. Intriguingly, this image permits the achievement of
the following new interpretation of the isotopic degrees of freedom {(whose
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Lagrangian counterpart is still unknown at this time). Recall from Section
4.4 the construction of a self-adjoint form through the use of arbitrary func-
tions of independent first integrals (Proposifion 4.4.1). Recall also from
Corollary 4.5.1d that the construction results in 2 method for the computation
of Birkhoffian functions (Equations (4.5.22) and (4.5.23)). By reinspecting
these results we see that different Birkhoffian functions which can be constructed
via rule (4.5.28) can represent the arbitrariness of functions G (1) in the first
integrals I, as well as the functional degrees of freedom of the first integrals
themselves.

The gauge degree of freedom of Class 3 is trivial and can be best proved by
writing Birkhoff’s equations in the Lagrangian form (4.2.32), where we have a
situation similar to that of Equations (A.2.3), i.e.,

L= —R,[(t,d)d" + B(t,a) - L' = —RI(t, &)d" + B(t, a)
= -R,&" + B ~ G{t, a) (4.5.293)

4oL oL _4on O (4.5.29b)

The applications of the degrees of freedom of the Birkhoffian representa-
tions are intriguing, Below, a few representative cases are given.

In Chart L.3.6 we recalled a rather old and controversial aspect of mech-
anics. It consists of the fact that, on one side, Hamilton’s equations possess a
symplectic structure in a rather clear and direct way while, on the other side,
the variational principle from which the equations are derived, the con-
ventional Hamilton’s principle in phase space

d J.rzdt(p,‘ #* — HY(E) =0, (4.5.30)

does not appear to possess a symplectic character in an equally clear way.
Apparently, this is the basis of a tendency in contemporary circles of mathe-
maticians to ignore the treatment of mechanics via variational principles
and restrict the geometrical study to the analytic equations themselves.

Two seemingly independent resolutions of this controversy were proposed
in the preceding volume. The first is given by the reformulation of Principle
(4.5.30) via the unified notation a = (r, p) after which the geometric character
of the integrand of the principle (as the contact canonical one-form) is
expressed more transparently, together with the corresponding character
of the analytic equations, i.e.,

P rdt(pk # — HYE) =6 fz(Rf,’ da* — H diyE)

= det[(wm,d" — %)w]@) =0 (4531)
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Independently from that, we introduced in Chart 1.3.6 a reformulation of
Principle (4.5.31) with an explicit symplectic structure in the intengrand of
the action itself, according to the equation

) qudt[%a#wm @ — H(@t, () = f t2dt[(com.ci" — %)541“]@) =0,
(4.5.32)

Evidently, even though the integrands of principles (4.5.31) and (4.5.32) are
different, the underlying analytic equations are the same, and we can write

2 [¥] :
8 f dR°d* — HXE) =& J' dt(atw,, & — HXE).  (4.533)
151 ty

Inspected within the context of Corollary 4.5.1¢, this degree of freedom results
in being trivially given by the gauge

aG

R3—>R8T=RS+F,
(3

G=—rp (4.5.34)

Another application of Corollary 4.5.1¢ i3 given by the possible removal of
the explicit time dependence in the R, functions. This can be done by trans-
Jorming non-autonomous representations R, (t, a) and B(t, a) into an equivalent
semiautonomous forms Rj(a} and B'(t, a). A formal solution can be obtained
via the degrees of freedom of Class 3, and reads

oG

R,u(ts a) - R;z(a) = R_u =+ %ﬂﬁ

}
G= fdt(B’ —B). (4535
0
In this way, one can first compute the functions R, and B as they originate
naturally from Corollary 4.5.1a (with an explicit dependence on time), and
then attempt to eliminate such a dependence via rule (4.5.35). Note that if the
original Birkhoffian represents total energy, the new Birkhoffian cannot
preserve this physical meaning under transformation (4.5.35).

The algebraic implications of this are nontrivial. As we shall see in detail in
Chart 4.1, if B is identified with the physical energy E,,, the Birkhoffian time
evolution for non-autonomous systems cannot have a Lie algebra character.
If such algebraic character is desired, the Birkhoffian cannot represent
physical energy. To state it in different terms, the Lie algebra character of the
evolution and the direct physical meaning of the Birkhoffian, rather sur-
prisingly, turn out to be mutually exclusive in a number of cases of Birk-
hoffian representations,

We end this section with the representation of Hamilton’s equations in terms
of Birkhoff’s equations. Recall from Section 4.4 that the isotopic transforma-
tions arc universal for first-order systems. As a result, they exist also for
Hamilton’s equations in all possible Hamiltonians. More explicitly, con-
sider Coroilary 4.4.1a, and suppose that covariant form (4.4.9) is that of
Hamilton’s equations with E, = §H/da® Theorem 4.4.3 establishes that
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Equations (4.4.11) always admit a non-trivial solution in the isotopic func-
tions; that is, they admit a solution (h%) other than the identity for all possible
Hamiltonians. In this way we reach the following property.

Proposition 4.5.1 (Representation of Hamilton’s Equations in Terms of
Birkhoff’s Equations). Hamilton’s equations in all possible analytic and
reqular Hamiltonians H(t, a) always admit an indirect Birkhoffian repre-
sentation in a star-shaped neighborhood of a regular point of their variables

R, R, 0B 0OR, i ¢H(t, a)
(651” c'ia")a (6a“+ 6t) {h @ a)[ @upd! - da®  Jsafsa

(4.5.36)

Upon computation of the isotopic functions for each given Hamiltonian via
the solution of Equation (4.4.11), the Birkhoffian functions are given by

= [Ildt Thi(t, ra)}waﬂ a®, (4.5.37a)
0 :
B=— [ f (h;; 2—13' + af )(c 'ca):la“ . @537h)

We should stress that the universality of the isotopy exists for the transition
from Hamilton’s to Birkhoff’s equations. The inverse ¢ase is not universal;
that is, for arbitrarily given functions R, and B, the decomposition of Birkhoff’s
equations into the Hamiltonian form according to rule (4.5.36) does not neces-
sarily exist. In fact, the direct universality of Birkhoff’s equations for local
Newtonian systems, as compared to its absence for Hamilton’s equations, is
due preciscly to the lack of general existence of a reduction (4.5.36).

In Corollary 4.5.1c we have stressed the fact that, in general, the conven-
tional phase space character of the carrier space of Birkhoff’s equations is lost.
Proposition 4.5.1 permits the identification of the following property.
Whenever Birkhoff’s equations with a tensor Q,.(t, a) other than the funda-
mental symplectic tensor w,, admit a factorization of Hamilton's equations
according to rule (4.5.36), the variables a = (r, p) span a phase space, that is,
the variables v and p are canonically conjugated.

Proposition 4.5.1 opens up, at least in principle, new possibilities of re-
search for comservative systems such as the three-body system. In fact, as
the study of these systems via Hamilton’s equations can be considered as
virtually exhausted at this time, the representation of the same systems via
Birkhoff’s equations permits the application of new, more general methods
ranging from new first integrals to generalized perturbation techniques.

In conclusion, the Birkhoffian generalization of Hamiltonian mechanics is
useful not only for the non-potential systems for which it was conceived, but
also for the more conventional potential systems.
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68 Birkhoft’s Equations

Chart 4.1 Lack of Algebraic Character of Nonautonomous Birkhoff
Equations

As commonly understood in the contemporary theory of Abstract Algebras,

an afgebra U is a vector space of elements a, b, ¢, . . ., over a field F of
characteristic p (=0, or prime) with elements o, £, 7, . .., equipped with a
bilinear (abstract) product ab satisfying the right and left distributive laws
al(b +¢c) =ab + ac, (ta)
(@ + b)e = ac + be, (1b})

and the scalar faws+7?
{xa}b = a(ab) = o{ab) (2)

for all elements a, b, ¢ € U, and « € F. Additionally, when the associative
law,
[a, b, €] Z a(be) — (ab)c =0, (3)

is verified for all elements &, b, ¢ € U, we have an associative algebra;
otherwise, we have a nonassociative algebra. |n the contemporary
liliterature, the term *‘algebras”™ generally represents '“nonassociative
algebras,” and the same usage is adopted in this volume (unless the
adjective “associative " is explicitly used}. A truly large variety of algebras
have been identified in the mathematical and physical literature. They
are characterized first by the distributive and scalar laws (for the product
to characterize an algebra), and then by additional, specific laws (also
called identities or axioms).

The algebras playing a relevant role for the analysis of this volume are
the following,

1. Lie Algebras. They are algebras L over F characterized by the laws
ab+ ba =20, (4a)
a(be) + b{ca) + c(ab) = C. (4b}

2. Lie-Admissible Algebras. They are algebras U over F such that the
attached algebra {/—, which is the same vector space as {/ equipped
with the product

[a b], = ab — ba (5)

is a Lie algebra. Associative algebras A are clearly the simplest
possible realizations of Lie-admissible algebras. Lie algebras L are
also Lie-admissible because [a, b], = 2[a, £],. However, there
exists a large number of Lie-admissible algebras which are not Lie.
Thus the Lie-admissible algebras constitute a generalization of the

Lie algebras.
3. Jordan Algebras. They are algebras J over F characterized by the
laws
ab — ba =0, {6a)
[a2, b, a] = 0. (6b)

47 The additional properties
(aw)b = a(ba) = (ab)u = u{ab)

can be proved to be a consequence of law (2).
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4. Jordan-Admissible Algebras. They are algebras U over F such that
the attached algebra /-, which is the same vector Sspace as U
equipped with the product

$a, b}, = Lab + ba), 7)

is a Jordan algebra, Again, associative and Jordan algebras are
Jordan-admissible, but the inverse does not necessarily hold. Thus
the Jordan-admissible algebras are a bona fide generalization of
the Jordan algebras.

5. Alternative Algebras. They are algebras U over F verifying the laws

a2h = alab),  ba? = (ba)a. (8)

For recent mathematical and physical studies of these algebras, as well
as for an extensive bibliography, we refer the interested reader to the
proceedings of the second (1979) and third workshops (1981) on Lie-
admissible formuiations.

in physics, the abstract elements a, b, ¢, . . . are realized via specific
quantities, such as functions Afa) on T*M or operators A4 on a Hilbert
space #; the field is usually assumed to have characteristic zero (e.g., the
field R of real numbers or the field C of compiex numbers); and the abstract
product ab assumes an explicit form depending on the selected realization
of the elements. Different redlizations of the praduct then yield generally
different algebras. An important (and often overlooked) point is that ali
possible realizations of the product must verify laws (1) and (2) to qualify
as the product of an algebra.

As an example, the product

w OA 0B
A@) = Ba) ® —Ca) —

is a fully acceptable classical realization of an algebra of functions on
T*M because it verifies laws (1) and (2), i.e. 48

(9

Ao (B+C)=AB+A-0C, {10a)
(A+B)sC=A-C+B-C (10b}
deA=A-u=0. (10c)

To have a more specific algebra, suitable integrability conditions must be
imposed on the tensor C*'. For instance, for the product A = 8B to charac-
terize a Lie algebra, the tensor C* must verify integrability conditions
(4.1.48).

Consider now the autonemous or semi-autonomous Birkhoff's equa-
tions (4.2.3) or (4.2.5). The brackets [A. £]* of the time evolution of
functions A(a) on T*M

. dA Y: 30
= HY — *
Al@) = = (a) =% [4, B] (1)

first, verify laws (1} and (2) and second, are Lie. We can then say that the
autonomous and semi-autonomous Birkhoff's equations possess a con-
sistent algebraic structure and that such structure turns out to be that of
Lie algebras.

48 Under property (10c), law (2) (as well as those of footnote 47} is trivially
verified,
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~ This important algebraic property is lost for the non-autonomous
Birkhoff's equations (4.2.6). In fact, time evolution (11) now takes the
form

o8  OR,
—+

da® ot

It is easy to see that the “ product” A ¢ B does not characterize an algebra
because it violates the right distributive and scalar laws

Aa) = % Q- (e, a)( ) A0 B, (12)

Ac(B+C)# AoB+ AeC, (13a)
(A+BYeC=A=C+BeC, (13b}
(xoA)o B # (A= B) e (13c)

As a result, the nonautonomous Birkhoff's equations do not have an
algebraic structure in the sense that the brackets of their time evolution
do not qualify as the preduct of an algebra. Note that it /s not a breakdown
of Lie algebras but, more profoundly, the breakdown of the very definition
of algebras®,

The occurrence is perhaps the most significant difference between the
(nonautonomous) Hamilton's and Birkhoff's equations. In fact, the
former have a consistent Lie algebra structure.

As is familiar from the analysis of Sections 4.2 and 4.5, the occurrence
originates from the explicit time-dependence of the A, functions. In-
triguingly, the occurrence provides an algebraic motivation for the con-
temporary semi-autonamous form of contact two-forms (that is, without
an explicit time dependence in the attached symplectic structure).

A method has been presented in Section 4.5 {see Equations (4.5.35))
for transforming the nonautonomous {nonalgebraic} time evolution (12)
into the semi-autonomous (algebraic) form (11). Regrettably, however,
the transformation does not allow the function 8 to represent the total
energy. This can be easily seen by noting that, in general, the energy does
not depend explicitly on time, while the nonpotential forces can have such
a dependence. In this case, the only possible representation is the non-
autonomous one with nonalgebraic time evolution (12).

This illustrate the statement of Section 5.5 to the effect that the direct
physical meaning of the Birkhoffian function, and the algebraic character
of the time evelution are, in general, mutually incompatible. 50

Chart 4.2 Algebraic Significance of Isotopic and Genotopic Trans-
formations

Let U be an algebra with elements a, b, ¢, . . . over a field £ of characteristic
p verifying the set of axioms

I{ab) =0,  k=1,2,..., (1)

49 This property was identified by Santilli {1979 b}.

50 | passing to the Lie-admissible generalization of Birkhoff’s (and of Hamilton's)
equations, this incompatibility is resolved. See in this respect Chart 4.7. Finally, note
that, despite the breakdown of the algebraic character of law (12), the tensor Q* is
Lie, that is, it verifies integrability conditions {4.1.48). To state this in different terms,
brackets (11) are algebraic and Lie regardless of whether or not the tensor Q*
depends explicitly on time. This algebraic character is then lost in brackets (12}
because of the additive term in 8A,/0¢ and not because of the explicit time depen-
dence of Q™.
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where ab is the product. Construct the new algebra U* which is the same
vector space as U but equipped with the new product

axh=(ac)b (2)

where ¢ is a fixed element of U. U* is called an /isotopic extension or more
simply, an /sotope of U/, when the new product a * b, besides preserving
the distributive and scalar laws, also verifies the identities of U, i.e.,

I.(a+b)=0. (3}

The isotopy is called regufar (singufar) when the element ¢ is (is not)
invertible. A regular isotopy is invertible in the sense that

a="1'b = (ac)c~h = ab. (4)

More generally, we shall define isotopy as any5' transformation of the
product of an algebra via elements of the algebra itself and/or of the field
which preserves 1) the original algebra as vector field, 2) the distributive
and scalar laws, and 3) the identities of the original algebra.

As a simple example, let o/ be the associative algebra of matrices
A, B, C, ... over the field R of real numbers, equipped with the conven-
tional product of matrices AB. Let C be an element of &#. The transforma-
tion of the product

AB > A+ B = ACB (5)

for all A, B € o and fixed C characterizes an isotope «* of the associative
algebra o/ (Santilli (1978d)) because the new product A = 8 is still
associative. In this case there is no need to specify the association
(AC)B or A(CB) because, from the associativity law, (AC)B = A(CB).

As an example of nonassociative jsofopy, let L be a Lie algebra of
matrices A, B, C, . ., over R and product

(A, B],, = AB - BA, (6)
Let C be also an element of L. Then the transformation of the product
[4, Bl,=AB ~ BA— [A, B],» = ACB — BCA (7)

characterizes an /sotope L* of the Lie algebra L.

An example of algebraic isotopy in Newtonian mechanics is given by
the transition from the conventional to the generalized Poisson brackets
(Santilli 1978c)

oA 3B o4 0B
[A, Bl,, = @w" Fycing [A BIE, = @Q" (a) Fy<: (8a)
“ . _ [OR?  ORR\-T
(@) = (w,)~" = (E;,;- - 6;) .
oR, dRN\T
RO = (p, 0), () = (@)~ = (2B _ O 8b
(B, 0), (@) = (2, (aag Oav) (8b)

51 Several possibilities are conceivable, the first through the assumption of an
association different than that of Equation (2), i.e., 8*b = a(ch). Other possibilities
are given by combinations of the type a*b = (ac}d + b{dz), with ¢ and o fixed
elements either of the algebra, or of the field, or of both.
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72 Birkhoff’s Equations

indeed, the generalized Lie tensor can be decomposed into
O(a) = hr(a)o™ (2)

and therefore obtained as a modification of the original tensor via elements
h!(a) of the algebra.

Recall that the covariant tensors @, and Q,, are the geometric tensors of
corresponding general first-order systems. When both the original and the
final systems are self-adjoint, the preservation of the Lie algebra is
ensured by Theorem 4.4.2.

The algebraic significance of the seif-adjeint isotopic transformations

(0@ + Tt @))gs = 0 = {Mi(a) [0, 8" + Tt 8)]gadsa =0 (10)

is therefore that of characterizing a regular Lie algebra isotopy. However,
isotopy (10} is the basis of the generalization of Hamilten's into Birkhoff's
equations. In this way we reach the following result.

Proposition 1. The generalization of Hamilton's equations into the
(autonomous or semiautonomousS?) Birkhoff’s equations

. OH & | ,VHéB(t,a)] _
[w,,va 35" ]SA 0—>|ZQ,,,,(a)a Yol o (1nH

is the analytic counterpart of the algebraic notion of Lie isotapy.

As we shall see in Chapter 8, Proposition 1 turns out to be crucial for
the identification of a possible quantum mechanical image of Birkhoff's
equations.

After identifying the analytic meaning of isotopy, our next task is to
identify its meaning for symmetries, first integrals, and conservation laws.
Recall from Chart A.10 that two Lie algebras L and L*are called isctopically
related when they are symmetry algebras of two isotopically related
Lagrangians leading to the same first integrals (or conservation laws).
The algebras £ and L* are generally nonisomorphic; but (a) they have the
same dimension ; (b) they are defined on the same carrier space (the
configuration or phase space); and (¢) they coincide as vecior spaces;
that 1s, the generators of the two algebras are the same. The only possibility
for the two algebras L and L* to be generally non-isomorphic therefore
occurs when the products are different. Their isotopic relationship in the
algebraic sense introduced in this chart is then consequential.

An example is useful here. Consider Lagrangian (3) of Chart A.10, i.e..

L = 4[(mx2 + my? + mz2) — (kx? + ky2 + kz?)]. (12)
It possesses the SO(3) symmetry algebra with conserved generators
M, = (r x mi),, r=(xv 2, k=x1v,z (13)
and commutation rules
(M. M1 =M, M, M,] =M, M, Ml=M. (14)

Consider now the isotopically mapped Lagrangian (4) of Chart A.10,
i.e.,

¥

L* = [mx2 — my? + ma2) — (kx? ~ ky? + kz%)]. (15)

52 We exclude the nonautonomous case because of the loss of the algebra in the
time evolution {Chart 4.1}.
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L* breaks the SO(3) symmetry and possesses instead Lorentz symmetry
80*(3) = $0(2.1) isotopically related to $0(3); that is, SO(2.1) is the
symmetry of the new Lagrangian L* which leads, via Noether's theorem,
to the conservation of the generators of SO(3).

Now, the carrier space (the space of the Cartesian coordinates x, v,z
and momenta g, P,. p,) has remained unchanged by construction, and
the Lorentz algebra $0(2.1), to be consistently defined for the case at
hand, must be defined in terms of the generators of $O(3) (that is, via
the angular momentum components). This is possible if and anly if
S0(2.1) is realized via an isotopy of the product of SO(3).

A study of the case (Santilli {1979a)) indicates that a solution exists, and
it is given by the commutation rules of SO(2.1)

(M, MJ*=M,, (M. MJ*=-~M, M, MJ* =M,

z

(16)

¥

defined via the Lie isotopy

oM. oM
$O(3): (M, M) = Lo

L 80* = 80(2.1): [M;, M,]*

oa¥
oM, oM, _
= Ea—MQ“ O_aVL' a = (r, p) (17a)
+1 0 +t 0
05,5 +1 0,4 -1
(™) 0 +1 @) 0 +1
"y = — vy
_'] 0 -
=1 03x3 +1 03x3
0 -1 -1

(17b)

The reacler can now see the nontrivial implications of isotopic general-
izations of the Lie product in regard to Lie’s theory, as well as the need for
a suitable reformulation of the theory itself. In fact, the needed broader
theory must permit the formulation of a Lie group, say SO(2.1), in terms
of the generators, the base manifold, and the parameters®2 of a generally
nonisomorphic group, say SO(3). This is not readily permitted by the
available conventional formulations of Lie's theory, as we shall see in the
charts of Chapter 5.

As stressed in Section 4.4, the self-adjoint isotopic transformations are
only part of the transformations permitted by the conditions of self-
adjointness. A second important class is given by the self-adjoint geno-
topic transformations. The algebraic meaning of the latter transformations
is the following.

Let U be an algebra over a field F verifying axioms (1), where ab is the
product. Construct a new algebra U* which is the same vector space as &/
equipped with one of the following new products

a # b = (ac)b, a(ch), {ac)b + a(db), etc. (18)
53 As we shall see in Chapter 5, the Lorentz group S0(2.1) rot only must be

defined in terms of the angular momentum components, but the parameters remains
those of the group of rotations, that is, the Euler angles |-
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where ¢, d, . . . are fixed elements of (/. U* is called a genotopic extension
or simply a genotope of U when the new product a # b verifies the distri-
butive and scalar laws, but violates axioms (1) and verifies instead a
different set of axioms

la#b) =0,  k=12... (19)

When the genotopy is invertible in the sense of Equation (4), it is called
regular; otherwise it is called singu/ar.

More generally, we define as genotopy any transformation of the
product of an algebra via elements of the algebra itself and/or of the field,
which (1) preserves the original algebra as vector field; (2) verifies the
distributive and scalar laws; and (3) satisfies a set of axioms different than
those of the original algebra.

As an example, consider a Lie algebra L of matrices 4, 8, C, and product
(6). The following transformation of the product

L:[A Bl =AB - BA— L*: (A B) = ACR — BDA (20)

where C and D are fixed elements of L, characterizes a genotope L* of L,
In fact, L* coincides with L as vector space; the product (4, B) verifies
the distributive and scalar laws, but, unlike the case of isotopy (7}, the
product (4, B) now vio/ates the Lie algebra laws and verifies instead the
conditions for a Lie-admissible algebra, because the algebra (/) with
product

[4, B]* = (4, B8) — (B.A) =ATB — BTA, T=C+D, (21)

is Lie. Thus Equation (20) characterizes a genotopy of a Lie algebra into
the more general Lie-admissible algebra.

An example of algebraic genotopy in Newtonian mechanics is given
by the transition from the generalized Poisson (Birkhoff} brackets to non-
Lie, Lie admissible brackets (Santilli, 1978c.e)

oA o8 o4a a8
L [A B, = Frs Q"”(a)§—> L*: (A, B)(a} = > S#*(a) 37 (22a)
oR oOR OR, OR !
oy = [ — — ") , S — Gy = (_"_ _*‘) . 22h
(@) (Oa" oz" ( ) da*  0av ( )

Note that the brackets (A4, B) are Lie-admissible because, according
to the definition of Chart 4.1, they are non-Lie, yet the attached anti-
symmetric part is Lie, This can be equivalently seen by noting that the
product (A, B) can be decomposed into the sum of two terms: a first term
which is antisymmetric and Lie, and a second term which is symmetric
and arbitrary,

0A 0B 0A 08 0A aB
=gy T = T o + = Juv

(4. 8) da* da"  da” 0a” oa* oa"

Qv = Lie, o= o (23b}

: (23a)

Note also that the notion of genotopy is a generalization of that of
isotopy. In fact, isotopies (7} and (8) are particular cases of corresponding
genotopies (20) and (22).

Within the context of abstract algebras the genotopy is, essentially, a
transformation of an arbitrary (nonassociative) algebra U into a different
(generally non-associative) algebra U* under the condition that U and
U? coincide as vector spaces. Within the context of the Inverse Problem,
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a most important case occurs when the original algebra U/ is arbitrary, and
the genotope U? is a Lie algebra.
The algebraic significance of the self-adjoint genotopic transformations

75

[C.(t @)a” + Dt 8)lygn = 0= {(M5(t, ) [Coplt, a)&" + D, (¢, ) lnsatsa = 0

(24)

is therefore that of characterizing a regular Lie algebra genotopy, that is,
of inducing a Lie algebra structure. In fact, as is now familiar, the original
tensor C*, (C**) = (C,,)~", is not Lie, while the final tensor CHev(Crey =
(. C,)7 1, is Lie. This illustrates the reason why the fnverse Problem has
been sometimes referred to as the /nverse Lie Problem.

We are now in a position to identify the algebraic significance of all
possibie equivalence transformations of first-order systems which can be
characterized via the conditions of self-adjointness. Besides the self-
adjointness-preserving and the seif-adjointness-inducing transformations
considered earlier in this chart, we have two additional transformations,
according to

Self-adjointness-preserving = Lie algebra isotopy
Self-adjointness-inducing = Lie algebra genotopy
Non-self-adjointness-preserving = non-Lie algebra isotopy -
Non-self-adjointness-inducing = nen-Lie algebra genotopy

(28)

The direct universality of the Bitkhoffian representation has the following
algebraic counterpart. It essentially implies that a Lie algebra genotopy
exists for all possible brackets (23) with a /ocal tensor S*¥(a).

Equivalently, we can say that all local, analytic, and regular first-order
systems can be treated via Lie algebra genotopies and isotopies. When
considering the more general, non-local, integro—differential systems, the
Lie-admissible genotopies and isotopies turn out to be possible, as we
indicate in Chart 4.7,

The notion of genotopy was introduced by Santilli (1978d), and was
not found to be treated in the literature of Abstract Algebra, despite a
rather laborious search. The notion of isotopy is considerably neglected
in the contempaorary mathematical literature. However, a search revealed
that the notion is treated in the early literature of set theory and linear
algebra. See in this respect Bruck {1958, Chapter ). As Bruck puts it
(foc. cit, page 56), the notion of algebraic isotopy is '“so natural to
creep in unnoticed.” For additional treatments by mathematicians, see
McCrimmon ({1965, Section ill.1), Myung (1982a), and Osborn (1982).
The nation of isotopy was introduced in physics by Santilli (1978¢.d,e and
1979a,b) and subsequently considered by a number of authors, such as
Sarlet and Cantrijn (1978), Kobussen (1979), and others.

I hope that the term isotopy will not create confusion with other terms
used in the physical literature, such as “isotopic spin.” After due con-
sideration, | elected to preserve the term because the notion of " algebraic
isotopy " was born considerably earlier than that of *'spin isotopy.”

Chart 4.3 Havas’s Theorem of Universality of the Inverse Problem
for Systems of Arbitrary Order and Dimensionality

In Section 4.5 we presented the universality of the Inverse Problem for
analytic and regular systems of second-order ordinary differential equations.




76 Birkhoff’s Equations

This universality was essentially achieved by reducing the system con-
sidered to an equivalent first-order form and then proving that this form
can always be written in a self-adjoint version via the multiplication of a
matrix of genotopic functions, The conditions of analyticity and regularity
were necessary to ensure the applicability of the underlying existence
theory for implicit functions, partial differential equations, etc.

The objective of this chart is to indicate that the universality of the
Inverse Problem proved in the text is, actually, a particular case of a more
general universality holding for systems of ordinary differential equations
of arbitrary (but finite) order and dimensionality.

Consider a system of differential equations of order s in r unknowns
which is analytic and regular in a region of their variables

F (£, QOY, Q0 ..., Q95 =0, Lk=1,2,....r (1)
1

. d0
Q(m_Tj}I_' f=01,...,s

Then, the implicit functions in the maximal derivatives exist (and are
unique)}, and we write

QBN = fi(e, QO QUN, L, Qls=M), (2)

Introduce now r new variables via the prescriptions
ah = Yo, (3)
or any more general form of type (4.1.23). System (2) is now reduced to
Q1 = Y0, is= 1 = £ (¢, Q|2 V9, Y ... Yis=2). (4

The iteration of this procedure results in the reduction of the original
system (1) into an equivalent first-order system of the normal type

gk — ZX(t, q) = Q, k=1,2..., 2N, g =(Q.Y) (5)

where the dimension 2/ is rs, if rs is even, or rs + 1 if rs is odd, in which
case the last equation can be of the type Y{]1 = 0. However, Equations {5)
always admit an equivalent self-adjoint form of the type (Theorem 4.4.3)

{halt, DE — E(t @Y ysatsn )
Thus an action functional
J® = [ oL 0. 910 %
1

always exists for the representation of system (1). In this way we reach
the following universality theorem proved by Havas {1973, Appendix A).

Theorem 1. Any system (1) of ordinary differential equations of order s
and dimension r which is analytic and regular in a neighborhood of a
regular point of its variables can always be transformed into an equivalent
self-adjoint system of first-order equations of dimension 2N = rs, if rs is
aven, or 2N = rs + 1, if rs is odd, admitting the representation via the

variational principle
ty ta fd OL al

5J gLt q g —J dt(————)ék

. t a ) . Nasg o q

- [t e - @ Qg0 = 0. @)
Iy

I
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Note that the theorem holds without transforming the original variables.
Thus it is in line with the general objectives of this chapter. Let us recall
from Section 4.2 that the action functional under consideration here is
totally degenerate (the integrand is linear in the first-order derivative).
Thus, when this action is interpreted as being Lagrangian, it violates
Legendre’s necessary condition for an extremum, by exibiting a8 number
of problematic aspects for the applicability of conventional tools of the
calculus of variations or the optimal control theory. This is what stimulated
the work in this chapter on the effect of interpreting (8) as a generalized
Hamiftonian rather than Lagrangian type (as in the original Havas's
approach). :

Chart 4.4 Rudiments of Differential Geometry54

In Charts 1.2.1—1.2.5 we reviewed a few basic notions of the symplectic
and contract geometries. In this and in the subsequent two charts we shall
continue the study of geometry with particular emphasis on the local
formulation of coordinate-free, global, geometric techniques; the giobal
treatment of Hamilton's and Birkhoff's equations; and the coordinate-free
treatment of the Inverse Problem.

In these charts we shall also point out some rather fundamental
physical differences which emerge when the same geometric algorithms
are used for the treatment of conservative and nonconservative systems.
Recall that the symplectic and contact geometries were developed much
along the lines of the conservative Hamiltonian mechanics. Basic geo-
metrical tools, such as Lie's derivative, were then conceived and applied
by and large to represent conservation faws. In these volumes we est-
ablish the universality of the contact geometry for ilocal, analytic, and
regular Newtonian systems. Within such a setting, the geometrical
algorithms remain essentially the same, as we shall see, particularly in the
coordinate-free formulation. The physical emphasis, however, is now in
their use to characterize nonconservation laws {time rate of variation of
physical quantities). Unless due care is provided for this physical aspect,
one risks achieving mathematically correct coordinate-free global formula-
tions of mechanics which literally imply the perpetual motion in our
environment, .

Let M be an n-dimensional ¥* manifold-with atlas {{U,, ,)}}, @,: U, —
¢, (U;) e B (Chart 1.2.1). A set of local coordinates will be denoted by
x=(x",...,x"). Forapointme U < M, o(m = (x*, ..., x7), where
each x' is considered as a map from M to R.

Definition 1. A tangent vector X, at a point m € M is a linear function
from €7 (M) (the space of €= functions defined in the neighborhood of m)
to R, satisfying the rules

Xplof + Bg) = aX {f) + X (g).
X, (fgy = fim}X (g} + g(m) X (F), m
¥, g e € (M); o felR

54 The literature on differential geometry is rather extensive. The interested reader
may consult, for instance, Dedecker (1957), Sternberg (1964), Abraham and
Marsden {1967}, Loomis and Sternberg (1968), Souriau (1970}, Spivak {1970-73),
Edelen (1977), Guillemin and Sternberg {1977), Thirring {1978}, Arnold (1978) and
Sniaty&ki (1979).
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A number of alternative definitions of tangent vectors exist in the literature,
The following (equivalent) definition is relevant for our objectives.

Definition 2. A tangent vector X at m € M is an equivalence class of
curves which are tangent to each other at m, i.e, X, = [y, and y, =y,
if and only if

(2)

d
=% {p o y,)(2)

d
OTf (@ oy ()

t=0 t=0

By combining Definitions 1 and 2, we can interpret X as an operator
performing the mapping ‘€°"(M) — R for which

Xalf) = ; (f = y}(®) YE [¥]n- 3)
4 t=0

The tangent space T, M at me M is the vector space of ail tangent
vectors at m. The 2n-dimensional manifold TM =) __, T M can be
equipped with a ¥= structure in a natural way, and constitutes the tangent
bundle over M, where the fiber at each point is the tangent space at that
point.

The cotangent space TiM at m is the dual of T,M, and it is the
space of all linear functlonals on 7, M. The 2n- dlmensmnal manifold
T*M = {J cm TH M can again be equtpped with a ¥~ structure, and it is
called the cotangent bundle.

If f €, (M), we can define an element of 7% M, called differential of f

at m, by
df
df(m) = — (m)dx<(m) (4)

It can be shown that, if (x7, ..., x7} are local coordinates defined in a

neighborhood of m, then dx/| , form a basis of T* M. The basis of 7_M,

the dual of dx’|_, is then given by {in the sense of Definition 1) O/axf|
Letf e 7% M and X, € T M, then their local form can be given by

8, = & {x)dx, X, =X(x) — (5)
ax'
where the reference to the point m is understood. We also have
. o of
8.,(X,) =0.XcR, X, (F) =X o eR, feE (M) (6)
Let F: M— N be a ¥* map from a manifold M to another manifold .
We can associate to this map the tangent map TF. TM — TN by

TFX0) = Yo, Yem(@) = X (Feg), ge®2(M). (7)

A tensor of contravariant order r and covariant order s, i.e., of type
{r, 8) (Chart 1.2.1)}, on a vector space V is an (r + s)-multilinear map

r-times s-times
n;:rl/*x...xV’;xr]/_x---XT/‘—).R (8)

where V* is the dual of V.

When V is identified with 7_/M, we have the tensor bundle Ti(M) =
Umem 75T, M), where 7o is “the set of all (r s) tensors over 7M.
Clearly, 7L (M) = TM, T9 = T*M, and T(M) =
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An (r, 5)-tensor field is a ¢ map
b: M- To (M), b(m) e To(T M), (9)

Most important for our analysis are the (1.0)-tensor fields on M, called
vector fields. They characterize a map from M to TM. Equally important
are the (0, 1)-tensor fields on M called one-forms. They characterize a
mapping from M to T*M.

The set of all p-forms on A {Section 1.1.2) is denoted by Ar(M).
Hence z e A?(M) mean a{m) e AP(T* M). Equations (5) therefore give
a local expression for vector fields X and one-forms &. In particular

0(X) = X0, e g~ (M) (10)

Acurve y:/ — M at m is an integral curve of a vector field X at m it
X(p{(8)) = Tt 1), for all t € /, where 7, is the tangent map of y. Suppose

that (U, @) is a chart at m, @(m) = (x1, ..., x3), and (@ y)(t) =
(x'(t), . ... x7(#)), then x is an integral curve of X at m if and only if
{(x(t), . ... x7(f)) satisfies the system of first-order ordinary differential
equations

X = Xi(x), x{0) = xt,. (11}

In this way we reach the first contaet with the analysis of this volume.
As worked out in Volume | and reviewed in Section 4.1, Newtonian
systems can always be written in the normal form

& = BE¢(a), a(0) = a,, a=(rvy) (12)

via arbitrary prescriptions for the characterization of n new variables y. The
quantities =" have been referred to in the main text as vector fields, merely
to express the Newtonian character of transforming as contravariant
vectors. We now learn that they can be interpreted as vector fields in the
geometric sense, that is

= = "H _6_.
== Ba) o (13)

Equation (10) is then the differential equation corresponding to the
{geometrical definition of) vector field E.

We should keep in mind that, whether the Newtonian or the geometrical
definition is used, these vector figlds characterize awtornomous non-
conservative systems. The extension to the nonautonomous case is self-
evident. Autonomous conservative systems are, of course, not excluded,
as a particular case of this broader physical context.

From the existence theory of ordinary differential equations (Section
1.1.1) we can see that, at every point m € M, there exists a unigue integral
curve of a vector field X at m. For all me &/ = M, these integral curves
define a Jocal, one-parameter pseudogroup of transformations on M which
becomes a /ocal, one-parameter group if the interval of time in which it is
defined is independent of m, or it is the whole real line. The vector field X
then acquires the meaning of generator of this pseudogroup.

Suppose that a €*-map F: M — N is given. Then, a natural map from
TO(N) 10 T2{M) exists called the pufl-back of F and given by

FXETON) = TO(M),  a—F*a), e Ar(M), (14)
(F) (my(X Xom) = alFIM(TEX ) TRX,,)

1me =«
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F* maps p-forms into p-forms, and it is an (algebra) homomorphism with
respect to the exterior product (also called wedge product in differential
geometry). Notice in particular that, if F is a diffeomorphism, then
(F*)—1 = (F—1)*-

Given two vector fields X and Y on M, one can define a third vector
field via the associative composition law

(XY)(F) = X(Y(D), Y e €= (M). (15)
The (nonassociative) Lie rule
[X Y] =XY - ¥X (16)
then also defines a vector field which can be written in local coordinates
ayY, oX.\ o
X, =X —L-V L), 17
X7 (X' ox’ i Ox‘) ox! (7

We see in this way that the set of all vector fields on a manifold forms a
Lie algebra under brackets (16).

Let X be a vector field on M/ and b an {r, s)-tensor field. Also, let F, be
the local one-parameter pseudogroup given by the integral curves of X
for t e /. Then F,: U — M maps every point m of U onto the point of M
lying in the integral curve through m at ¢. )

The Lie derivative of the tensor field b with respect to the vector field X
is defined by

(FE(8)) (m) — b{m)

L b{m) = lim (18)
t—=0 t
If the tensor b is a scalar #, we have
L f=df(iX), Ve g~ (M); (19
if b is a vector field ¥ we have
Ly=1[X Y] (20)
and for the case of one-forms we have (locally)
opk AX*
= i == v
L6 (Xk ox* * O Oxf)dxf' (21)

We also have the property
L (8(Y)) = (L 0}(Y) + 8([X, Y]). (22)

Finally, by using the global formulation of the exterior derivative (Section
1.1.2}, we have

dlo = L(dx), Yo e Ao(M). o (23)

The inner product of a vector field X and a p-form o, denoted by 7, « or
by X _l & (Section 4.3) is the (p — 1)-form

PeoX oo X)) = palX, Xy, X)) (24)
verifying the properties
iz =0 ife A f) = (ya) A B+ (=1)P2 A (i f).
fdf = L F (25)
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In this way we reach the following important property of the Lie derivative

Lya =i (dox) + d(i,u)
X_dda + d(xX o), Yo € Ar(M). (26)
To establish a link with the treatment of this volume, it is significant to

identify the explicit form of these properties in local coardinates. From
the definitions given above, we have

(i )Y = 2a(X, ¥), o e A?(M). {27)
Thus
9 )
X=X 3 Y=y 3 (28)
o = a,{a)da* A da’,
and ;
(fy)Y = (X La)¥ = 20, X"Y". 29
Therefore,
ive = X o = 2a,,Xda", (30)

This yields the expression of the inner product in local coordinates of
Section 4.3, Equations (4.3.5) and (4.3.17), i.e.,

= = 15vq¥ o it
E lw, 1020, . B2 dat

- = 31a
= w“1ﬂ2_"1 da*z, ( )
219, =485120, , {a)E*2 dats
= Q, ., (218" da*a. (31b)
The reader will recall that the following contractions
Ou, B2 =B Q0502 =8, (32)

have played a rather crucial role in the main text for the construction of a
Hamiltonian and a Birkhoffian representation, respectively. In this case,
the forms w, and Q, are the fundamental symplectic form, and a general
{but local and exact) symplectic form, respectively.

Chart 4.5 Global Treatment of Hamilton's Equations

Let M be an n-dimensional, = manifold with local coordinates (g',. . . , ¢)
{the configuration space of Newtonian Mechanics), and let 7Af and 7*M
be its tangent and cotangent bundles, respectively. The bundles TA and
T*M are customarily used for the characterization of the Lagrangian and
Hamiltonian formulations of mechanics, respectively. We are here
interested in the latter case.

A point of 7% consists of a caupie (m, /}, where m is a point of M,
and / belongs to 7*M. The projection map (Chart 1.2.2) 7: T*M - M
maps the whole fiber (m, T M) onto m. As a 2n-dimensional manifold,
T*M can be equipped with a fundamental one-form, called a canonical
form, as follows. Consider the mapping

8. T*M — T*(T*M), 8 e AT(T*M), (1
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defined by the following properties. Let X(m',) be an arbitrary tangent
vector to 7*M at (m, /). Then

8(m, DX, 5 = {Te(Xy, ») (2)

where Tr: T{(T*M) — TM is the tangent map of the projection =. Let
{a") = (g*, p,) be local coordinates for 7*M. The vector field X(m. A then
acquires the local form

0 - ]
Xim n = Aa. p) -+ B,(q. p) o, = B*(a) —; 59" (3)
for which
— Al 0
X ) = A 550 (4)
that is,
KTr(X,,, ) = p,A. (5)

The canonical form is then given by
0(m, fy = p, dq' = RQ(a)da* = RY, (RY) = (p. O). (6)

where £ is the notation generally used in the literature of differential
asometry,54 while RO is that used in the literature of the Birkhoffian
mechanics. Clearly, the two-form

w=df =dp, n dg' = Jw,, da" A da’ = dRY

Onxn m1nxn
() = (1 o ) 7)

nxn nxin

is nowhere degenerate and closed. It is the familiar fundamental sym-
plectlc form. The 2n-dimensional manifold 7*M, equipped with the form
w is a symplectic manifold (Chart 1.2.5).

Let H# = H{a) be a function defined on T*M. A Hamiltonian vector
field is a vector field X verifying the condition

iyw =X Jo=-dH (8)

We recover in this way the definition of Hamiltonian vector field of
Section 4.3, i.e.,
E o, = wh#zEM da'2 = £, da* = —dH. (9)

"

Equations (8) constitute a globa/ treatment of Hamilton’s equations
for autonomous systems. Indeed, they are the coordinate-free version of
our local formulation (9).

The explicit form of Hamilton's equations in local coordinates is
recovered as follows. Recall from Chart 4.4 that

isw = B, dg' — Al dp, = $w,,E" da". (10)
Thus, if = is a Hamiltonian vector field, it admits the local form
oH 9 oH o oH o
B - — — =" _ Yy = g 11
.07 ogap - swoa (@07 (0w an

But, from Equations (11) of Chart 4.4, we have
' = E¥{(a). (12)
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Thus we reach Hamilton's equations in the conventional notation of
differential geometry

oH OH
7= —. 5, = — —— 13
q opk pk qu ( )
or, in our unified notation,
at =w"” OH. (14)
da¥

Let us recall a few basic properties of Hamiltonian vector fields from
Abraham and Marsden (1967; see 1978 edition).

Proposition 1. Let X be an autonomous Hamiltonian vector field on &
symplectic manifold T*M with fundamental form w, and let F, be the
one-parameter pseudogroup characterized by its integral curve (the flow
of X}. Then, for each t, F*w = w; that is, F, is simplectic and preserves the
phase space volume (Liouville’s theorem}.

Proposition 2. Let X be an autonomous Hamiltonian vector field on a
symplectic manifold (T*M, ). Then H /s constant along the integral
curve of X, i.e., )
oH oH
= - HY
Lt = 1H H] FYTRFYS

Recall here that Equation (15) is often referred in the mathematical
literature as the “conservation of the energy.” This interpretation is
generally erroneous because the Hamiltonian does not necessarily
represent the total energy®% of the system.

In fact, for conservative systems the Hamiltonian can be an isotopic
image of the total energy (Section A.2). For instance, the conventional
linear harmonic oscillator # +r=0 (m =K = 1) can be represented
either via the conventional Hamiltonian A = £(p2 + r2) or via its isotopic
image (Example 4.1)

= 0. (15)

H* =In|r sec ro*|. (16)

It is clear that Equation {15) does not represent the conservation law of the
energy when used for Hamiltonian A™*,

For nonconservative systems, the situation is created by the fact that the
canonical Hamiltonian cannot represent the energy, as a necessary
condition for the existence of a Hamiltonian representation. In particular,
non-conservative systems can be autonomous, thus admitting a Hamil-
tonian which does not dependent explicitly on time, In this case, Equation
(15) does not possess the meaning of energy conservation.

Let us look at the global characterization of Hamilton's equations of
nonautonomous type (i.e., H = H(¢, r, p)). This is customarily done by
extending the cotangent bundle 7*M to the (2n + 1)-dimensional
manifold B = 7*M, where R represents time, and the canonical form (6)
to the formS€

0, = 8 — H(t, r, p)dt = Ro(8)da" = R9, (17
g=01,2...,2n, (8" = (¢, a), (R, = (~H. R9).

55 The notion of total energy was given in Appendix LA and reviewed after
Caorollary 4.5.1.a.

__ 38 The notation 8, is often used in the mathematical literature, while the notation
RY({8) is used in the main text of this volume.
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The two-form
w, = do,, = dR?¢ (18)

is then a closed (and exact) two-form of maximal rank. Thus it is a centact
form (Chart 1.2.6). The 2n + 1-dimensional manifold R x 7% equipped
with form (18) is a contact manifold.

A nonautonomous globally Hamiltonian vector field can then be defined
as & characteristic vector field X of «,, that is, a vector field verifying the
properties

ivoy=X 1w,=0 {(19a)
dr(¥) =1, (19b)

The equations above constitute a global treatment of our local formula-
tion of nonautonomous Hamilton’s equations, i.e.,

@ndd =0, p=0.12...,2n, (20a)

{g"} ={t.a} = {t. 1, P} (20b)

Dy = Wy, wy =1,2,...,2n, (20c)
oH

@ov = Ty T 3 (20d)

Proposition 3. /f X is a nonautonomous Hamiltonian vector field in a
comtact manifold B x T*M with structure (22), then

oH
LeH ="—.
% 5 (21)

This property does not necessarily express a physical law. This is due to
the fact that conservative systems may admit an explicitly time-dependent
Hamiltonian. For instance, the conventional harmonic oscillator (F + v = 0)
admits the Hamiltonian (Example A.1)}

H = r(tan f)sec t| (e? cot 1f}e0st — In(ef’ cot Lr)cess - 1. (22)

In this case the Hamiltonian is not a fitst integral, i.e., &# # 0, yet the total
physical energy is conserved.

If the system is nonconservative, Equation (21) aiso does not express
the nonconservation of the energy. Indeed, for the damped oscillator we
may have the Hamiltonian

H= e—]'r_Jz_pZ -+ evuz_rz' (23)

and the Lie derivative (with respect to the Hamiltonian vector field) of this
quantity /s not equal to the variation of the energy in time (Example
LA.B):

d d ... . .
p E = = (72 + r2) = Fynf = —2y7% (24)
A study of this occurrence indicates that this is the case for a/f Hamiltonian
representations of nonconservative systems, whether essentially or
nonessentially non-self-adjoint.
Thus we conclude that, within the context of the global geometrical
treatment of Hamiltonian mechanics, the Lie derivative is representative of a
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physical law, the conservation of energy (15), only under certain re-
strictions on the nature of the systems, the physical meaning of the local
coordinates, and the nature of the representation.

Chart 4.6 Global Treatment of Birkhoff's Equations

Theorem 4.5.1 establishes that a/f local Newtonian systems which are
analytic and regutar in a star-shaped neighborhood of a regular point of
their variables

{[mki:k_fk(tr r. f)]SA_ Fk(t- r, I.‘)}NSA=OI k = 1,2,...,N, (1)
admit an equivalent first-order self-adjoint form
w=1,2...,2mn = 3N,

Q (¢ 3 + T (¢, =0,
[t )& + Tt s, =0 [ (2a)
Q,+9,=0, (2b)
0Q, [+19) o0
¥ + YT + TH = X 2
0a* oa" 0a’ 0 (2¢)
oq or I
wy .u_bv=0' (2d)

ot oa” oag*

characterizing the closed and exact two-form of maximal rank on the
{2n + 1)-dimensional manifold R x T*M

QZ = ﬁ#v(é)dé-" A &, df‘)'z =0, Qz = dﬁ-‘r (3a)
wv=012...,2n .

Q= mv=12...,2n (3b)

QD\::rv:_Qvo; V=1,2,...,2n, (30)

Thus Fheorem 4.5.1 can be equivalently formulated by saying that all
Newtonian systems of the class admitted can be treated via the global
contact geometry, in general, and by the symplectic geornetry, in particular.

In order to identify the analytic character of systems (2a), that is, their
derivability from a variational principle we have represented them in the
main text of this volume via Birkhoff's equations. In this chart, we are
interested in outlining the global treatment of these equations. For the
reader’s convenience, we shall considered separately, in the terminology of
Definition 4.2.1, Birkhoff's equations in the autonomous form:

oR OR
{[ Aa) _ u(a)}év _ os(a)} - 0; @)
. o0&t 0a" 0a* Jga
the semi-autonomous form:
oR.(a) OR, (a)} ) 0B(t, a)
- Vo =0; 15)
{|: da* % |° [oF- N P ®)

and the general nonautonomous form:

{[anv(r, a) _OR,(L, a):|év ~ [os(r, a) , OR,(t, a):l} _0. (6)
SA

0a oa¥ oa” ot
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Let A/ be a n-dimensional manifold with cotangent bundle 7*M, and
denote the local coordinates g/, with/ = 1,2,. .. n{g = rforsystems {1)),
and &, with p =1, 2, ..., 2n, respectively (a = (r, p) for systems (1)).
We shall call 7*M an exact symplectic manifold when equipped with a
nowhere-degenerate, closed, and exact two-form Q, and we shall write
(T*M, Q). This implies that & = dR and thus dQ = 0.

We shall call a globally Birkhoffian vector field any vector field X on
T*M verifying the property

KW=X_10=-dB ()
for some function 8 on T*M. The equations above are a global char-

acterization of autonomous Birkhoff's equations. In fact, Equation (7) is a
global version of our local treatment of Section 4.3

E_1Q,=9, , 5" da*2 =E, da* = —dB. (8)
The explicit form of the equations is recovered via a straightforward

generalization of the Hamiltonian case of Chart 4.5. In fact, we have now
the expression

1Fy

iQ =10, E¥ da*, (9
Thus, if the vector field E is Birkhoffian, it must admit the explicit form
8 o
=0 e = QM ={Q. )" 10
—= (@)= Q) (10)

by therefore characterizing the autonomous Birkhoff's equations in their
contravariant form

d8(a)

i = 0 (a) —=.

(11)

A comparison of Equation (7) above, with Equation (8) of the preceding
chart establishes that in the transition from the local to the global co-
ordinate-free formulation of geometry, all distinctions between Hamiftonian
and Birkhoffian vector fields are /ost. In fact, the notion of a ' Birkhoffian
vector field” introduced in this volume coincides with the notion of a
“Hamiitonian vector field " of the contemporary mathematical literature in
symplectic geometry. This should not be surprising hecause the Birk-
hoffian generalization of Hamilton's equations have been conceived s0 as
to preserve the underlying geometry, which is possible if and only if all
distinctions are lost at the abstract, coordinate-free level.

This illustrates quite clearly the physical differences of abstract mathe-
matical algorithms when realized in specific systems of local variables. In
fact, we can introduce one abstract, coordinate-free notion and different
realizations in local coordinates. For instance, we can call globally
symplectic vector fields all vector fields satisfying Equation {7) above (or,
equivalently, Equation (8) of the preceding chart). We then have Hamil-
tonian or Birkhoffian vector fields depending on whether the symplectic
structure in a local chart is the fundamental one or a general exact one.

Clearly, the Hamiltonian case is a particular case of the more general
Birkhoffian one, as expressed by the fact that the fundamental symplectic
(Hamiltonian) structure /s of Birkhoff's type

(ORV _0R,
da* 0@’

) o (@), R° = (p, 0). (12)
A=R
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To outline the global treatment of Equation (5), perform the extension
of the T*M manifold to R x T*{. We shall say that such a (2n + 1})-
dimensional manifold is an exact contact manifold when equipped with a
closed and exact two-form of maximal rank. If Q is an exact symplectic
form, the contact form can be constructed by using the projection map
m: R % T*M — 7*M for which one can define #*( = & The form

Q,=0-dB A dt (13)

for some function 8 on R % 7*M can then be proved to be an exact
contact form.

A semi-autonomous globally Birkhoffian vector field is then any vector
field X on (R x T*A4, Q8) verifying the properties

iWQ,=X_10,=0, (14a)
de(iy = 1. (14b)

This is the desired global treatment of Equations (5). Indeed, according to
Equation (13), the Birkhoffian has an explicit time dependence, but the
substructure © does not possess, in local coordinates, such a dependence.

Clearly, Equation (14) above and Equation (19) of the preceding chart
are equivalent. No distinction can be made therefore between semi-
autonomous Birkhoffian vector fields and the nonautonomous Hamiltonian
ones at the coordinate-free level.

We consider now the general case of Equation (6), which includes
all preceding cases, whether Hamiltonian or Birkhoffian, and introduce
an arbitrary one-form £ on R x T*\{ subject to the condition that the
associated two-form via exterior derivative

O=dR (15}

is of maximal rank. We shall call a general, global, Birkhotfian vector field
any nonautonomous vector field X on R x T#M verifying the properties

r;dREX_IdR=O, (16a) -
gt = 1. (16b)

The equations above provide the desired global treatment of Equation
{6). Indeed, the one-form £ can be written in local coordinates

R = R,(8)da" = R,(t, a)da* — B(t, a)dL, B =R, (17

and characterizes precisely the integrand of the variational principle for
systems (1) (Section 4.2). The inner product of the vector field with the
exterior derivative of form {15) then yields precisely Birkhoff's equations
(6) in our unified notation

Q,.(8)dd" =0, £=01,2...,2n, 4= (ta), (18a)
. dR, OR _
= éaf, wy=1,2...,2n, (18k)
- B  OR, ~
Qov=_(§+ or)=—Qvo, yv=1,2,...,2n. (18c)

The structure B * 7*M has been introduced for definition (16) mainly
to keep in touch with the physical insight, that is, to associate time with R.
On more general geometric grounds, such an association is lost, in the
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sense that the equations can be defined in an arbitrary (2n + 1)-dimen-
sional manifold M equipped with a closed and exact two-form of maximal
rank. Time would be associated then with the space of the {null} co-
determinant of maximal rank, as we shall see better in Section 5.3.

We shall now study the nonconservative nature of systems (1). The
problem consists of identifying a geometric characterization of the energy
rate of varigtion in time. This is achieved through the Lie derivative (Chart
4.4). In general, the Lie derivative of the Birkhoffian B(¢, a) with respectto a
globalily Birkhoffian vector field X is given, in local coordinates, by
g _ 08 uOR, OB
aa* ot ot
Now construct a Birkhoffian representation of systems (1) according to
Corollary 4.5.1a, whereby the Birkhoffian is the total energy

B(t,8) = E,(t. &) = Ey(tor p) = T(p) + Ult, v, p),  (20)

that is, the Birkhoffian is the Hamiltonian of the maximal self-adjoint
subsystems of systems (1). This energy is necessarily nonconserved
owing to the presence of nonconservative forces. The desired geometric
characterization of the energy rate of variation in time is then given by the
particularization of rule {18}

L (19)

X

: OF, 0R, OF
Eioe(ti@) = Lok = ﬁgm(tr a) Y; + ‘fr (21)
~ OF, 0
X =10 "tet 4
Oa ot

An instructive exercise for the interested reader is to verify that law (21)
may provide a description of the energy rate of variation.®7 However, the
reader should keep in mind that Jaw (21) does not possess a Lie algebra
structure for the general non-autonomous case (Chart 4.1),

Evidently, ronconservation faw (21) admits, as a particular case,
conservation law '

Etot(a) = LyEgy = [Er £, 0. (22)

In this case, the law does possess a Lie algebra structure, but we are
dealing with truly particular Newtonian systems {the autonomous, con-
servative, essentially self-adjoint systems in direct analytic representations).

We consider now the peculiar aspect of the Birkhoffian realizations of
contact two-forms mentioned in the text, that is, the explicit time de-

* =
ot {a)

pendence of the symplectic substructure. This occurrence creates a.

number of technical problems, such as 1) the region of definition of the
two-form; 2) the applicable version of the Poincaré lemma, and 3) the
proper formulation of the transformation theory. We consider here
problems 1) and 2). Problem 3) is studied in the next chapter.

Consider contact structure (15) in realization (18). It is rather natural to
think of a star-shaped region in the variables &* at each fixed value of time,
but then one needs a mechanism whereby, as time varies, different regions
at different values of time are smoothly connected. Also, as recalled in
Section 4.2, a star-shaped region does not necessarily remain this type
under an arbitrary transformation.

%7 This can be verified, for instance, by using the Birkhoffian representation of
Example 4.2.

:
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In order to overcome these difficulties, Sarlet and Cantrijn (1978a)
introduced the notion of a “region deformable to a curve"—that is, one
which (a) is topologically equivalent to a star-shaped region, (b) allows
a smooth connection between regions at different values of time, and (c)
preserves its topological character under arbitrary diffeomorphisms
(transformations).

Note from the outset that the approach by Sarlet and Cantrijn is a
natural generalization of the " deformability to a point” by Flanders (1963).
We shall therefore take this opportunity to review the formulation of the
direct and of the converse of the Poincaré Lemma which apply to structure
(15). This provides an alternative approach to that by Lovelock and Rund
(1975) reviewed in Section 1.1.2 and which, as is now familiar, is based
on the notion of star-shaped region.

Let O denote an open subset of B™, and F#(0) the set of all ¥= p-forms
(Section 1.1.2) on O. An element A# of F?{0) assigns to every 2ac 0 a
p-linear alternating mapping .

Ar = Ar(a) = A (a)da"1 A+« A dafs, (23)
ay, Hp

Let % be a subset of R x R™, and put
T, =f{acRm|(t a) e ¥} (24)

Definition 1. % is smoothly deformable to a curve {(monotonically
increasing in the ¢-direction) if a family of mappings

@l x T, %, 1=[01]

{r,38) > v, 3 =beZ, (25)

exists such that (i) ¢,(1, a) = a. ¢,{0, a) = a,, for all a € £, and where
a, = ay(t) is fixed on Z,; (ii} the map ¢:/ x ¥ — ¥ is of class ¥™ with
respect to all arguments.

Clearly, the property of being smocothly deformable to a curve is pre-
served by ali images %’ of % under class ¥, invertible transformations.
Also, regions at different values of time are smoothly connected. Finally,
the topological equivalence of Definition 1 with the notion of star-shape
is also ensured.

Starting from a family of p-forms A2 € F°(Z,} given by

Ar = AP(a) = A% up(t, ayda¥t A - - - A date (26)

foreachsuchthatx, # ¢ where A, _._'“p(t, a} are given ¢= functions on
%, we can define a parametric p-form on %, /7 € 7 °(%), by
e (t, a) = AP(a), Y(t, a) e¥%. (27)

As a straightforward extension of the definitions of Section .1.2, we
have

3§ Te(%) - T {E), (28)

that is, the exterior derivative of parametric p-forms can be written
(actually, can be defined by)

(0%)(t, a) = (dAF)(a), (29)



90 Birkhoff’s Equations

where d is the exterior derivative in F7(Z£). A parametric p-form =7 is
exact when a parametric (p — 1) form /27— exists, called primitive form,
such that

P = Jafr-1, (30)
Similarly, «/# is closed if and only if
defr = Q. (31)

The following property is a simple, direct generalization of Lemma
1.1.2.1.

Lemma 1 (Direct Poincaré Lemma). Every exact parametric p-form
is closed.

The proof of the following property is, on the contrary, nontrivial. For
brevity, we refer the interested reader to Sarlet and Cantrijn (Joc. cit.).

Lemma 2 (Converse of the Poincaré Lemma). Let % be a subset of
R x R™ that is smoothly deformable to a curve. Let 5/° be a parametric
p-form of @ that is closed. Then s is exact on 4.

In conclusion, the existence theorems of the Inverse Problem studied
in this volume, particularly those for Birkhoffian representations, can be
subjected to a dual approach. One can first use conventional star-shaped
regions in {2n + 1)-dimension for a contact approach to the forms con-
sidered. This is the case, for instance of Corollary 4.2.1a. Alternatively, we
can consider the forms at a fixed value of time. In this latter case the
parametric approach outlined in this chart applies. This is the case of
Theorem 4.5.1, This [atter approach will be tacitly implemented throughout
our analysis whenever considering symplectic structures with an explicit
time dependence.

Chart 4.7 Lie-Admissible/Symplectic-Admissible Generalization of
Birkhoff's Equations for Nenlocal Nonpotential Systems

In the text of this chapter we established the universality of the Lie algebras
and of the symplectic (or contact) geometry for local Newtonian systems.
A few words on the /imitations of these mathematical tools in physics
are now in order to prevent a possible expectation of their terminal
methodological character. Stated explicitly, after having identified rather
substantial capabilities, it is important to point out that the Lie algebras and
the symplectic geometry do not provide the final formulation of mechanics.
On the contrary, they characterize only one stage of an ever-continuing
process of mathematical and physical advances.

Consider the problem of interactions. The effectiveness of the Lie
algebra and of the symplectic geometry for the treatment of the electro-
magnetic interactions is well-known. In Example 4.1 we shall show that
the formulations considered apply to the characterization of the electro-
magnetic interactions, not only in their conventional (Hamiltonian)} form,
but also in their most general possible (Birkhoftian) form. This effectiveness
persists for the more general interactions of contemporary physics, such
as the unified gauge theories of weak and electromagnetic interactions.

Ali these interactions, whether Newtonian or quantum field theoretical,
are of local/differential and potential/self-adjoint type. In fact, all these
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interactions are characterized by a conventional, local, Lagrangian func-
tion or operator-valued distribution L, = £, ., +* L, ..

Recent studies58 have identified a number of insufficiencies of these
interactions in several branches of physics. In fact, the systems of New-
tonian Mechanics are, more properly, of the nonlocal type (Section 4.1},
in the sense that they demand integro—differential equations to represent
the interactions at all points of a surface volume. The systems of Statistical
Mechanics, whether-classical or quantum mechanical, are also nonlocal
whenever the extended character of the constituents is taken into account,
together with their inelastic collisions. Along quite similar lines, the systems
of Particle Mechanics are also nonlocal in their more adequate treatment.
This is the case in particular for the strong interactions, because of the
need for mutual penetration of the wave packets of particles.5®

When the Lie algebra and the symplectic geometry are considered in
this context, they emerge possessing rather precise limitations. In fact,
the symplectic geometry is, in the final analysis, a local/differential
geometry, that is, a geometry which, when realized in a local chart,
admits ordinary (or partial) differential equations. As a result, no possibility
is known at this time for an effective treatment of noniocal systems via
the symplectic geometry in its current formulation.

We can therefore say that the Lig algebra and the symplectic (or contact)
geometry, rather than providing the uftimate formulations of mechanics,
provide instead a mere approximation of the local/nonpotential type, with
the understanding that more general algebraic and geometric structures
are expected to exist for nonlocal{nonpotential treatments.

In this chart we review the main ideas of the possibility of generalizing
the Lie algebra and the symplectic geometry into the so-called Lie-
admissible algebras and the symplectic-admissible geometry.

The most general form of uncanstrained Newtonian systems in Euclidean
space known at this time is given by the so-called integro—differential,
variationally non-self-adjoint systems. These are systems with a super-
position of local/differential and nonlocal/integral forces which are
derivable and nonderivable from a potential. By using a self-evident
notation, the systems can be written®?

{[msi"ka S i) - H '[ v k(LT .)]
SA

~ F(t.r ) - J” I SRR .)} =0, (1)
NSA

a=12....N, k=x1v z

58 See the Proceedings of the Second Workshop (1979) and of the Third Work-
shop (7980) on Lie-admissible Formulations, and the Proceedings of the First
International Conference on Nonpotential Interactions and their Lie-admissible
Treatment {1982). An extended presentation of this chart is also provided in the
monograph Santilli (1982d). For a mathematical study of flexible Lie-admissible
algebras, see the monograph Myung (1982b). For an introductory mathematical
account, see Benkart (1982). For an historical mathematical account, see Tomber
{1982).

59 See Chart 6.1.

80 Several ways exist of writing nonlocal forces. In Equation (1) we selected
"bilocal " form with a kernel. For another form, see Equation (4.1.3).
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and represent the motion of extended objects in a resistive medium with
center of mass coordinates r, under local and nonlocal forces of action-
at-a-distance/potential type as well as contact/non-potential type. As
indicated in Sections 4.1, the local nonpotential systems considered in
this volume (and in the preceding one) are an approximation of systems
(1.

Hamilton’s equations (without external terms) are clearly insufficient
in representing the systems considered because of their inability to achieve
direct universality at the level of local approximations, let alone the full
nonlocal treatment. Birkhoff equations are equally insufficient to represent
systems (1) for a number of reasons, ranging from the lack of integro—
differential character of the underlying geometry, to the practical im-
possibility of computing a Birkhoffian representation.

To overcome these (and other) difficulties, Santilli (1978¢ and e)
proposed a generalization of Birkhoff's equations (and thus, of Hamilton's
equations) which achieves a direct universality for all systems (1) via a
generalization of the underlying algebra and geometry.

I Generalization of Lie Algebras into Lie-Admissible Algebras. In
Chart 4.1 we peinted out the property that the Lie-admissible algebras
constitute a genuine generalization of the Lie algebras. At the mathe-
matical level, this can be seen in a number of ways, such as the fact that
the axioms characterizing a Lie-admissible algebra are a direct generaliza-
tion of the Lie algebra axioms, or that the Lie algebras are contained in the
classification of all Lie-admissible algebras, or that all Lie algebras are
Lie-admissible, but the opposite property is not necessarily true.

At the physical level, the generalized character can be seen by noting
that the product of a Lie-admissible algebra is neither antisymmetric nor
symmetric. Thus it can always be decomposed into an antisymmetric and
a symmetric part, The product verifies the conditions of Lie-admissibility
when the antisymmetric part is Lie. Finally, Lie algebras are recovered as a
particular case when the symmetric part is null.

The realization in Newtonian Mechanics of the product of Lie-admissible
algebras is given by

oA OB 0A _ OB OA _ 0B
A, BY = gt gy 2. = 92 g 95 | 94 £, 95
A B) =S ) = Y o T s

o = (}

where the underlying carrigr space is the same as that of Birkhoff's
equations (e.g., the cotangent bundle 7#/4), with the understanding that
the use of suitable generalizations is not only possible but encouraged.

Product (2) is Lie-admissible because its antisymmetric part is Birk-
hoffian and therefore Lie. The Poisson brackets are recovered via a double
simplification. First, one simplifies the product via the restriction 7% = 0,
and second, one assumes the further simplification of the general Lie
tensor O into the canonical form o**,

The separation of the product into an antisymmetric and a symmetric
part is along rather precise physical motivations. The antisymmetric part
can represent all possible forces and dynamic conditions which are
treatable via Lie's theory along the existence theorems of this volume. The
symmetric part can then represent all forces which are outside the

0R, oA
daf 08"

— 1\ v
)“ , det{S") # 0, det{Q**) # O,

T = T, (2)
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capability of Lie's theory, such as the nonlocal nonpetential forces. This
separation of Lie and non-Lie dynamics subsequently results in being
important in the quantitative treatment of the physical consequences due
to the presence of non-Lie forces.51

The fact that product {1) is the most general possible regular realization
of Lie-admissible algebras on 7*M can be seen as follows. The axiom
for the product {A, 8) to be Lie-admissible is given by®2

[A B, C] +[B. C Al +[C A B]
~[C.B,A] - [B,A Cl-[A C.B]1=0, (3)

where
[4, 8, C] = ({4, B}, C} — (A (8, C)), 4

and result into the conditions on the tensor S*¥

0
e . OPHY YT TV
(8% = 87) 557 (87 = 87)

o]
+ (S - 5FV) (S - QT
( )55 ¢ )
. o
+(§% - §F) — (S* - &) = 0, (5)
0a®
with the general solution
0R, OR, —1)""
S % + e, Juv o= 6
5 (' 0af  aa® (6)

N

Recent studies have indicated that the generalization of Lie algebras
into Lie-admissible algebras occur at a central methodological level of
Lie's theory, that of the universal enveloping associative algebra. In turn,
this permits a consistent exponentiation into a connected Lie-admissible
group of transformations, i.e., a set of transformations which constitutes
a connected group in the conventional sense, yet whose reduction in the

€1 One of the implications of the possible existence of a nonlocal, nonpotential
component in the strong interactions is a departure from the electromagnetic
characteristics of particles,58 such as magnetic moments, spin, parity, etc. (which,
of course, can only be an internal effect of a closed system under strong interactions
not detectable from the outside under long-range interactions). The separation in
the theory of the local/potential part from the nonlocal/nonpotential component is
for the computation of the deviations from the physical characteristics under the
former part, due to the presence of the latter part. For consistency, it is important to
begin the separation at the primitive classical level and to preserve it at all sub-
sequence levels of study.

82 A first axiom indicating the antisymmetry of the attached product, i.e.,
[A, B]* — [B.A]* =0, [A, B}* = (A, B) - (B, A)

has been ignored here because the field has characteristic zero. Note that axiom (3)
is a generalization of the Jacobi law. In fact, when (A, B) = [A, B], axiom (3)
reduces to four times the Jacohi law. This illustrates the remark made earlier that the
Lie-admissible axioms are a generalization of the Lie axioms. ,
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neighborhood of the identity exhibits a non-Lie, Lie-admissible algebra.
This can be seen in the following exponentiation of product (2):

oxX 9
a' = exp (98‘” ?‘?a-“-)a = gonnected group (7a)
d. - e] ox
Tl 8 228 2 (4 X) = Non-Lie, Lie-admissible
a8 § loxo Oa Oa algebra, (7b)

These features indicate the possibility of constructing, in due time, a
Lie-admissible generalization of Lie's theory, including generalizations of
the Poincaré—Birkhofi—Witt Theorem, Lie's theorems, the representation
theory, etc., and considerable research activity is currently under way
along these lines. €3

/l. Generalization of the Symplectic Geometry inta the Symplectic-
Admissible Geometry. The symplectic geometry is clearly unable to
“geometrize” Lie-admissible algebras, e.g., because of the total anti-
symmetric character of the symplectic two-forms. To bypass this difficulty,
Santilli (foc. cit.) proposed the development of the symplectic-admissible
geometry as the geometry of manifoids equipped with tensorial two-
forms whose antisymmetric part is symplectic. By assuming for the
manifold the cotangent bundle 7\, and for the local chart the variables
a = (r, p), the tensorial two-form under consideration can be written 64

S, =8, a)da" @ da” = Q;, da* A da” + T.wda* x da*,  (8a)
a5, # 0, d(Q,, da* A da”) =0, det(S,,) # 0, det{€ ) # 0,
(8b)

where & is the tensorial product, A is the exterior preduct, and x is the
symmetri¢ product. The geometrization of product (2} is achieved when

s* = (IS 1), (9)

The integrability conditions are given by

0 0
E (Sav - sv.u) + O_a'u (Svr - S\:v) + @' (Sm - Sm) =0 (10)
with the general solution
OR, ORL\ . A
%ﬁoa’aﬂ+m' Tw = Ton (11)

&3 See the Bibliography by Tamber et af. (1979 and 1981 ).

64 In Equations (8) we have distinguished the covariant tensors Q. and T, from
their contravariant counterparts " and 7+ because, in general,

S = (ISl =), S~ 8™ 2 (IS4 = Sl )™,
S+ 8% 2 (IS, + Spall )™

Notice the appearance of an explicit time dependence in the two-form which is
similar to the corresponding Birkhoffian case. This is an indication that the more
adequate treatment is that on R x T*M with corresponding contact-admissible
extension. This latter aspect will not be considered here for brevity,
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Tensorial two-forms whose antisymmetric part is symplectic were
called symplectic-admissible two-forms in order to attempt a geomeiric
counterpart of the algebraic definition of a Lie-admissible product {via
the Lie character of the antisymmetric part).85 The manifold 7*W equipped
with such a form was then called a symplectic-admissible manifold. The
main motivation was parallel to that of product (2). In fact, the imple-
mentation of a symplectic two-form (or manifold) into the broader sym-
plectic-admissible structure permits the representation of local/differential
equations via the symplectic part, and the possible treatment of the non-
local/integral terms via the symmetric part. A condition for studying this
objective was the loss of the notion of (geometric) ciosure (that is,
d5, #+ 0)%5.

A few comments are in order. The full geometrization of nonlocal
interactions calls for an ' integro—differential geometry” which is expected
to be considerably more complex than the “ symplectic-admissible geo-
metry,” beginning with its topological foundations. In fact, the needed
geometry calls for abandoning the local notion of points in favor of suitable
nonlocal/integral generalizations. The symplectic-admissible geometry
has been suggested as an intermediary step, prior to such a full nonlocal
treatment. In fact, the geometry is patterned along the pragmatic formula-
tion of equations (1) whereby the center of mass coordinates r are purely
local, and the nonlocal effects are represented via additive forces. At the
geometric level, this results in structures (8) consisting of local/differential
exterior two-forms plus nonlocal/integral symmetric two-forms.

It should be indicated here for completeness, that the symplectic-
admissible geometry is apparently needed for reasons independent of
those considered here. As is well-known, the canonical symplectic
two-form '

w, = 3w, da* A da’ =dp, A dr (12)

has been historically conceived for the geometrization of the Poisson’s
brackets

4, 5] = A OB (A 0B 0B oA

og* 0a" ok op, Ot dp,

However, as is also well-known, the primitive algebraic product in Lie's

theory is that of the enveloping associative algebra. The Lie product is
merely an attached product.

The ultimate geometrization of the Poisson’s brackets therefore

demands its realization at the level of the envelope. This problem was

(13)

&5 If a contravariant tensor §*” is Lie-admissible, its covariant version S,,,, defined
by Equation (9}, is not necessarily symplectic-admissible, and vice versa. As a
result, the joint condition of Lie-admissibility and symplectic-admissibility must be
imposed. As we shall review in a moment (Equations (22) later on), a joint solution
of this type exists, and it is directly universal for all systems (1). This is sufficient on
physical grounds. On mathematical grounds, the situation is different, and much
remains to be done. For instance, if a tensor O is (regular and) Lie, its covariant
form defined by Q,, = (IIQ’”H“)#V is a/lways symplectic, and vice versa. Studies are
currently in progress via grading and other mechanisms to see whather or not the
corresponding property at the more general Lie-admissible/symplectic-admissible
level can be recovered.

86 For additional geometrical studies, see refs. 58 [in particular, the contributions
by Oehmke (1982), and Sagle (1982)]. See also the Index of the bibliography by
Tomber et a/. (1981},
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formulated by Santilli (1978¢), who pointed out that the envelope of
brackets (13) is given by the nonassociative Lie-admissible product

0A 08
AeB=——, 14
‘ ork Op, (19
The primitive geometry, therefore, /s not the symplectlc geometry, but
rather that geometrizing product (14). This leads in a rather natural way
to the sympiectic-admissible geometry as the primitive geometry of the
envelope of Poisson’s brackets with tensorial two-forms

S, =8, ds* ® da" = tw,, da* A da* + 1, da* x da, 1, =1,
(15)

The symplectic geometry then acquires a derived meaning, in the sense
that symplectic form (12) is merely the attached antisymmetric fotm of the
fundamental form (15).

Finally, the independence of the symplectic-admissible character from
the selected local variables should be indicated. As we show in detail in
the next chapter, symplectic two-forms remain symplectic under arbitrary
(but smoothness- and regularity-preserving) transformations of the
variables, Explicitly, if the form Q, = Q,, da* A da* is symplectic, the
transformed forms under all possnble new var:ables a'(a) :

03’ LWE
02" "7 da"

are symplectic. In turn, the independence of the symplectic character
from the local variables is at the foundations of the coordinate-free
globalization of the symplectic geometry.

Santilli (/oc. cit) proved that the property above is, in actuality, a
particular case of the more general property that the symplectic-admissible
character of a tensorial two-form is independent of the selected local
variables. Explicitly, if (8a) is symplectic-admissible, all possible trans-
formed forms

Q, = Q) da* A da”, @, = (16)

, . , , , _ %a’ oa°
SZ =Spv da'* ®da v S 66"" S’MSEJ (17)
are also symplectic-admissible. In turn, this feature gives hope of achieving,
in due time, a coordinate-free globalization of the symplectic-admissible
geometry.63.66
/ll. Generalization of Birkhoff's Equations into Lie-Admissible Sym-
plectic-Admissible Forms. After having identified the notions of Lie-
admissible algebras and of symplectic-admissible geometry, Santilli
(foc. cit.) proposed a generalization of Birkhoff's equations which can be
written in the contravariant/algebraic form

AH(t,
pose ) ED o a2 2m, (18)
o0a
or in the covariant/geometric form
., OH(t a)
Sm,(t, a)a — T =0, (19

where the tensors 5*Yand S, are Lie-admissible and symplectic-admissible
in the sense of Equations (5) and (10), respectively, and interrelationship
(9) holds.
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The generalized nature of Equations {18) or (19) with respect to both
Birkhoff's and Hamilton’s equations is now trivial.

The direct universality for the most general systems known at this time
is also trivial. Equations (1) can be written in the first-order form

o = B4 2); (éu)=(fp/”’)+(F 0 ) (20)

LOCAL NONLOCAL

and the integro—differential vector fields = are always Birkhoff-admissible.
That is, a function A and a tensor S, always exist such that

- =, OH
SpE’ = (Q, + T,WE = Fyet
This property can be better seen by recalling that Equations {18) or (19)
were proposed in order to reach a consistent algebraic and geometric
characterization of the equations originally conceived by Hamilton, those
with external terms. One of the simplest possible form of the generalized
equations occurs when the Birkhoffian part reduces to Hamiltonian form,
in which case we have the equations

(21)

OH dH OH
o= Gy = v T v
=S S T (22a)
0 0 _
() ={y _g)r s = diag(FNsA/(p/m)), (22b)

which can be written in the disjoint r and p coordinates

) oH
o= 3 .

oH o
k“"a,k'i-FfSA' FkNSA=_3kf0_pr

by therefore coinciding with the -equations originally conceived by
Hamilton.

The equations are written in form (22) rather than (23) because the
latter do not admit a consistent algebraic structure, in that the product of
the time evolution
"=‘*'A_*H=6_A°_H_6_A%+O_A,ck

ark op, Op orf  dp,
violates the right distributive and the scalar laws, by therefore being
-unable to characterize a consistent algebra (Chart 4.1). On the contrary,
Equations (22) admit the product of the time evolution

":E'(A,H) =%Sﬂv0H=%ﬂ_ﬁ%+%3“_ﬁ.ﬂ

o0a” 8a" arkop, Op,Or, Op, VOp,
which does indeed satisfy the right and left distributive and scalar laws.
Thus the product (A, H) characierizes an algebra, and this algebra turns
out to be a Lie-admissible generalization of a Lie aigebra.

Notice that simplified Equations (22) already provide the explicit
solution of the representation of all systems (1). The simplicity of repre-
senting non-local systems via Lie-admissible equations should be com-
pared with the complexity of the construction of a representation of the

A(a) (24)

Ala) {25)
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simpler local systems via Birkhoff's equations. Notice alse that Equations
(18) possess a consistent algebra for the most general possible nonauteno-
mous equations, which is not the case for Birkhoff's equations (Chart
4.1). Finally, the reader should keep in mind that all symbols of Equations
(18) or (19) readily permit a direct physical meaning; that is, ¢ is the time
of the abserver, the r's are the center of mass coordinates with respect to
the observer, the p’s are the physical linear momenta mi, H is the total
(generally nonconserved) mechanical energy, and S* represents all
nenconservative, non-potential forces (or contact interactions).

Generalized equations {18) or (19) appear to have rather intriguing
implications for a number of open problems of mechanics, such as the
relativity which is applicable to a Newtonian particle under unrestricted
forces and dynamical conditions. Also, the equations have been extended
to statistical mechanics, classical field theory, quantum mechanics, and
other branches of physics, in each of which they have resulted in being
directly universal. For these and related studies, we refer the interested
reader elsewhere. {See footnote 58 on page 91.)

EXAMPLES

Example 4.1

In this example we shall identify the Hamiltonian and Birkhoffian representations of the
Newtonian electromagnetic interactions (charged particles under the Lorentz force).
The idea is to indicate that the local formulation of the electromagnetic interactions
is not only compatible with the conventional analytic/Lie/symplectic formulations
but is actually compatible with these formulations in their most general possible
(Birkhoffian) form. This sets the foundations of the methodological treatment of the
electromagnetic interactions which persists, upon due technical implementations, at
different levels of treatment (such as quantum mechanical), as well as for other inter-
actions which are similar in structure to the electromagnetic ones (such as the weak
interactions but not necessarily the strong®®).

In Example 12.7 we proved the variational self-adjointness of the Lorentz force
which we write in this example in the form for one charged particle

{m#; — el E; ~ (B x ©)]sa)sa

ﬁ(p 3/1, aAn 2
={mf —e| | = - =) =" =0 1
{mr, el:(ﬁr’ 6t) Yoo :LA}SA ' @

i:j: mn=2Xxpy,z

We shall first review the conventional Hamiltonian formulation. We shall then
identify the broader Birkhoffian approach, Later, in Example 6.1, we shall study the
reduction of the Birkhoffian representation to the Hamiltonian form. In order to
identify more clearly the implications in the transition from the Hamiltonian to the
Birkhoffian representation (and vice versa), we shall consider the analytic, algebraic,
and geometric profiles separately.
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A. Conventional Hamiltonian representation. As presented in numerous treateses
in Newtonian Mechanics, system (1) admits the Hamiltonian representation

1
HLorcmz = ﬂ (P - eA)2 =+ ep, (23)

P =mi + €A, (2b)

often referred to as characterized by the so-called minimal coupling rule P —+ P + eA.
Within the context of the Inverse Problem, this occurrence is trivial, owing to the
self-adjointness of the system.
Conventional Lie structure. The brackets of the time evolution law for the
Hamiltonian representation are the conventional Poisson bracketsS”
éA 8B 04 0B 84 0B

= — = - 3
[4, B] abuw” a* ar P P or’ )

b = (, P).

Conventional geometric structure. The self-adjointness of system (1) implies the
existence of the vector field

_ — d
SLorentz nﬂ(b) @ ‘ (4)

which is Hamiltonian, in the sense of Chart 4.5, i.e., verifies the rule
ELcu'emz . Wy = _dHLorentz (5)
with respect to the fundamental symplectic structure
W, = Jw,, db* A db = dP; A dr 6)

The underlying symplectic manifold is the cotangent bundle T*E, of the three-
dimensional Euclidean space E; with local coordinates r.

B. Birkhoffian representation. Rather than represent the Lorentz force via the
Hamiltonian, we can represent it via the generalized Birkhofi’s tensor, Among the
possibilities at hand, we select that for which the Birkhoffian represents the total
energy

1
BLorenlz = 5;;[‘ pz + e, (7)

P = mf.

while the part of the Lorentz force originating from the vector potential is represented
via Birkhoff’s tensor (Sarlet and Cantrijn (1978a and b))

6R, ©R,
v = o - a’ (8a)
R} =1{p+eAl), a=(p. (8b)

57 We use the variables # = (r, P) for the Hamiltonian representation to stress their dif-
ferences with the variables g = (r, p) to be used later for the Birkhoffian representations.
The different variables also indicate that the two representations can be connected via suitable
noncanonical transformations (Darboux’s diffeomnorphisms) as we shall see in Chapter 6.
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The Birkhoffian representation then explicitly reads

N e(ggg a4,
o’ arf . (r) ol ot
L= 9
p : )]
1 0 —n;
m

Clearly, the representation above is [ully equivalent on analytic grounds with
representation (2). We simply have the transition from the conventional action
principle

2
5 [ d@t— Hynd Bo) =0, (10)
!
to the generalized one

5 [ e+ eM) ¥ = BienEp) = 0 an

Generalized Lie structure.  The brackets of the time evolution law are now of the
generalized type

o4 B
SRl o V. it
L4, B] " oa*
74 8B 84 @B 84 24, 6B
=———— +e i — (12)
or dp dp or ap; ér" dp;

vy L 1 B N
) = (_1 e(8A, /o — 5/1,-/(31’") ={£,,) "

Nevertheless, they are fully Lic in algebraic character, that is, they verify the Lie
algebra laws. What is physically and mathematically significant is that the component
of the Lorentz force originating from the vector potential enters directly into the
algebraic structure of the approach. This feature is absent in brackets (3). Also, in the
former case the local variables r and p = mi are the physical variables, while in the
latter case only r is a physical coordinate (that is, used for the experimental detection
of the system), while the canonical momentum P = mir + eA does not coincide with
the physical linear momentum, This can be equivalently expressed by saying that,
when the variables r and p of the algebraic brackets of system {1) represent the Eucli-
dean coordinates and the physical linear momentum, respectively, these variables
are not canonically conjugate (Corollary 4.5.1c). In conclusion, the reformulation of
the local variables

r—r, P=umi-+eA-»p=mi 13
implies the reformulation of the algebraic tensor
o — O, (14)

The local variables do not span a phase space under such a reformulation. Yet the
algebraic structure remains Lie, although expressed via generalized brackets. Most
importantly, the Lie algebra product itself becomes representative of the Lorentz force
by acquiring a direct dynamic content.
Generalized geometric structure. System (1) admits an alternative representation
as vector field - - 2
= — = R
—Lorentz — — (a) aau

(1.5)
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which is now Birkhoffian (in the sense of Chart 4.5), i.e., it verifies the rule
ELoremz _ Q2 = _dBLoremz (16)
with respect to the nonfundamental, symplectic, exact, two-form

Q, = Q, (a)da” A da’
=dR,, R, =R,dd" an

The underlying symplectic manifeld is still the cotangent bundle T*E; equipped with
form (17). This broader geometric characterization of system (1) is, in essence, a local
formulation of a global, non-Hamiltonian, approach to the slectromagnetic inter-
actions recently advocated by a number of mathematicians (Souriau {(1970) and
others).

A number of generalization then become possible. For instance, the replacement
of E; with the Minkowski space M, yields a geometric characterization of the
Lorentz force in special relativity. Quantization can then be performed by geometric
quantization (e.g., via a linear associated bundle from a principal bundle). See in this
latter respect, Abraham and Marsden (1967) and Sniatycki (1979). Also, the extension
of the electric charge to other “charges” currently used in high-energy physics {(e.g.,
the isospin) can be performed via the non-Abelian gauge groups. Finally, the extension
to field theory remains structurally the same, although now in infinite dimension. As
such, the geometrical treatment becomes considerably more delicate and technicaily
involved.

Example 4.2

In this example we iltustrate how a known Hamiltonian representation of a non-
conservative system can be turned into a Birkhoffian representation. The one-dimen-
sional, analytic, regular, non-self-adjoint Newtonian system

[(F + s + ¥nsa = O, m=1" =1, (1)

describes the linear damped oscillator. A Hamiltonian representation of this system
has been computed in Example 1.3.2, and it is given by

0H

g o
@ Ee

v

=0, u=12 @

where
ib*} = {r, P}, P = ¢, H=Ye P + ™),

0 -1 &)
(wpv) = (1 0)- .

Even though this representation is mathematically rigorous, it is not immune from
problematic physical aspects. For instance, upon application of the conventional
canonical quantization techniques, the physical meaning of the expectation values
of the canonical operators P and F is in doubt owing to the fact that these quantities
do not coincide with conventional physical quantities already at the classical level.
The joint representation of system (1) via Hamilton’s and Birkhoff’s equations may
conceivably be of assistance in studying these issues.

The Birkhoffian representation of interest is therefore that for which the algorithms
at hand have a direct physical significance, that is, 1) the local variables {a*} = {r, p}
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repre(sent the coordinates of the experimental detection of systern (1) and the physical
linear momentum, p = m# (m = 1, for simplicity); 2) the Birkhoffian B(z) represents
the total physical energy, E,, = (#* + #%), ie., the total energy of the maximal
associated sel{-adjoint sybsystem as in Corollary 4.5.1a; and 3) the symplectic tensor
Q,, of BirkhofI's equations represents the nonconservative, non-self-adjoint force
F= —9yi

Such a representation can be constructed as follows. First, assume the prescriptions
p = #for the reduction to an equivalent first-order system, under which Equation (1)
assumes the non-self-adjoint form

a6 @

The simplest possible matrix of self-adjoint genotopic function according to Theorem
4.4.3 is given by (exp{yt}&)). This yiclds the self-adjoint normal form

0 —e™\/fF e*(r + vp) _
o OG- ()= ®

The construction of a Birkhoflian representation is now straightforward. Equations
(4.5.20) and (4.5.21) give the expressions

(Ru) = (ewps 0); B = %(pz + ?‘z)e”. (6)

This is not yet the desired representation because the Birkhoffian does not represent
the total energy. Nevertheless, the use of the degrees of freedom (4.5.26) provides the
desired result, which is

1 1
{Ri} = {e"(p + ;r) — rt ;pe"' — pt},

B =4 + ) =4 + %) = E, €]
, 4G , oG 1
R#=R;x+'a‘a_#s B =B'_"6T= G=v_1;(p2+r2)(;e7”—r), {a"}={r,p}.

Notice that Birkhoff’s tensor replaces the fundamental symplectic tensor with one
of the simplest possible generalized form, that induced by a multiplicative function
of time, i.e.,

_ @R, R,

2yt
R T N

@®)

This mechanism allows the representation of non-conservative system (1) under the
conditions that the Birkhoffian represents the total physical energy and the algorithm
p represents the physical linear momentum.®®

58 Recovering the direct physical meaning of algorithms r and p has nontrivial implications,
¢.g., for a possible quantum mechanical description. For instance, it would imply the transition
from the conventional fundamental commutation rules to suitable generalized form, much like
the generalization of the classical rules (4.5.14) into the Birkhoffian form (4.5.15). In turn, this
has far reaching implications, such as the need to generalize Heisenberg’s principle. This
illustrates the viewpoint expressed by Santilli (1978d) [see also Schober, Ed. (1982)] that
quantum mechanics needs a suitable generalization in the transition from the arena for which it
was conceived (local potential forces) to the different physical arena of the mutual wave over-
lapping of particles (strong interactions) and their local nonpotential approximation.



Direct Universality of Birkhoff’s Equations 103

An alternative Birkhoffian representation of system (1) is given by

1 1
{Ri} = {%P + ;f(ey' — 1) —r; —3r + ;P(l - 97”)} (9a)
B =3(p" + 1), (9b)
in which case the symplectic tensor is still the fundamental one, ie.,
dR; @R,

= @)= o (10)
Nevertheless, Birkhoffian (9b) does not represent the total physical energy because
the algorithm “p” does not coincide with the linear momentum.

Another Birkhoflian representation can be constructed via the self-adjoint isotopic
transformation of representation (2). This provides also an illustration of Proposition
4.5.1. A matrix of isotopic functions in the equivalence transformation

SR aR;;')&v 0B" _0Ry
o ab FI T

oH
= {(hﬂ)l:mpvé" - —p] } R b=(r, P) (11
&b° 5a)sa
for the case y* — 4 > 0 is given by
(k) = (e~ 12y — 2N (12)
under the condition
1
“+-—=7 (13)
o

The use, again, of Equations (4.5.20) and (4.5.21) then yields the Birkhoffian repre-
sentation: R} = { 16P2, Jyelin2)
BY = %B(Za-i-(l,fa))rPS — %Oteszr (14)
+ :_Il_e—(l,’:z)!PrZ — %ae—(a-l-(Z;‘a)J!r:i.
Notice, however, that in this case, the Birkhoffian does not represent the total energy.
As a final remark, note that system (1) is autonomous, while all Birkhoffian
representations (7), (9), and (14) depend explicitly on time, The question then arises
of whether or not a Birkhoffian representation without an explicit dependence on
time can be found for system (1) via Equations (4.5.35). This problem turns out to be
rather involved in practice, because it calls for the solution of a parabolic, second-
order partial differential equation. This case illustrates the statement of Sections 4.4
and 4.5 to the effect that Birkhoffian representations {R,(t, a), B{a)} with an explicit
dependence on time for autonomous (nonconservative) Newtonian systems are, in
general, easier to compute than those which do not depend explicitly on time.

Example 4.3

Consider the nonlinear, nonconservative, non-self-adjoint system in two-dimensions:

Fi A o For
" .z (r Fp— Tx ry) - .
Fy r)' ry k
m()“k =0, =1 M
Fy Fy Fyfy m

= (rpfy — Fyr) —
ri(yx yx) rx NSA



104 Birkhoff’s Equations

To construct a Birkhoffian representation, we search for prescriptions (4.1.23) which
are capable of yielding a symplectic tensor other than the fundamental one. The
presence of the terms (., — F,r,) with opposite signs in the non-self-adjoint force
suggests the study of the prescriptions

Px =7y ‘xs Dy = rxf‘y' (2)

Theorem 4.4.1 applics by yielding the self-adjoint general form

0 oy —p) -1, 0 P 0
e — 0 0 —r, . 0
(px — py) . 0.
)’y 0 0 0 px px
0 s 0 0 \Px 2/ lsa
Theorem 4.5.1 applies, too, by yielding in this case the closed solution
{R} = {pary, yrss 0,0}, B=3(pi + pi). “

Example 4.4

In this example we illustrate the technical difficulties for the practical construction of a
Birkhoffian representation of Newtonian systems, even for the case of one (space)
dimension.

The known Fan der Pol equation

[+ s — 81 — lusa =0, m=1k=1 &

characterizes, in the language of the Inverse Problem, a non-self-adjoint extension of
the one-dimensional harmonic oscillator. We are searching here for a Birkhoffian
representation of such a system under the condition that the prescriptions (4.1.23)
characterize a physical quantity, the linear momentum p = #, (m = 1 for simplicity),
and that the Birkhoffian represents the total physical energy, B = 4(+* + r®). The
construction of a Birkhoffian representation is then reduced to the search for a solu-
tion in R, of the quasilinear system of first-order partial differential equations:

3R, @R, s R,
TR — —r —p—t—0p
(6p or )[" (1=l ~r =
dR R R @
1 2 2 _
(‘aﬁ' ar)p P =
which can be equivalently written
8R dR
PLr — &L = r)p] + [r — a1 = ]2 2 = pr+ =
3
Py 0ROy
F ap L P %

Thus, in terms of an arbitrary function f]

PRy = —e(l — r)p’t + [r — &(l — r*)pIR, + £ (g, ), @)
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and we reduce the problem considered to the computation of a solution of the quasi-
linear partial differential equation of the first-order
R, dR; OR,

—_= — Er—el —r? RE
5 TP ap[r &( ")P]+zp

a 1

T p e - =0 @)
o p

To illustrate the practical difficulties in computing such a sclution in the desired
closed form, suppose that R, is of the form

R, = g(g, pit (©

with g an unknown function. By substituting this into Equation (5} and with some
manipuiation, the problem reduces to the solution of the characteristic equations

dr dp _ dy
p —[r—el~rpl  —(r/p)’

The point is that the solution of this latter equation is equivalent to the solution of the
original system. Thus the construction of a Birkhoffian representation of system (1),
under the assumptions p = m# (n = 1) and B = §(#* + r?) and for time dependence
(6) of the R, function, calls for a solution of the non-liriear equation of motion.
Additional studies are left to the interested reader (Problems 4.5 and 4.6).

g=g+p )

Example 4.5

In this example we illustrate the following important property (in the langnage of
Definition 4.2.1): the condition of strict regularity is necessary for Birkhoff’s equations
to represent Newtonian systems. This will be demonstrated via given Birkhof’s
equations which are regular and which cannot be turned into an equivalent second-
order form.

Consider the autonomous covariant Birkhoff’s equations

.. B(a) 8R, OR u=1234,
Q. (a)a — =0, Q=% 1
w0 = = ““ o W@ a=@y)
for the case
R = @h 2300, B=30t+ 3+ +rd. 3]

Birkhoff’s tensor is then given explicitly by

0 0 ¥ 0
0 0 0 —¥2

(Q',uv) = s (3)
¥y, O ) 0 0
(0 Y2 6 0

and it is regular, ie.,
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Equations (1) are therefore regular and admit the contravariant form

3B
- 229 _
oa
0 0 [— 0
Y1
0 0 0 o
@) = Q) = 1 7. )
-—— 0 0 0
1
1
0 ——J 0 0
Y2

This form violates the condition of strict regularity, Equation (4.2.12). In fact, it can
be explicitly written

Fp—1=0;

F,—1=0,

Ji rafy = 0; ©
V2t rafya =0

The implicit functions of the variables y, cannot, therefore, be constructed from the
first two equations, and system (1) cannot be turned into a second-order form. It is
then a bona fide first-order system of four equations in four variables which does not
admit an equivalent second-order form in the r-variables.

Example 4.0

In Volume I we reported (see the Introduction and Chart 1.3.14) the negative results
by Douglas (1941) on the Inverse Problem, with particular reference to the proof of
the existence of second-order two-dimensicnal systems of ordinary differential equa-
tions which do not admit a (first-order) Lagrangian. We also indicated that, perhaps,
Douglas’ results were responsible for the lack of subsequent interest on the Inverse
Problem for a considerable period of time,

In this example, we would like to report the result by Hojman and Urrutia (1981)
according to which the following system,

X+y=0, j+y=0 (1

admits a Birkhoffian representation (in our language), while the system is essentially
non-self-adjoint according to Douglas’ proof and thus does not admit a Lagrangian
representation.

The construction of a Birkhoffian representation is, in this case, rather simple
because the system is linear, therefore admitting an easily computable solution. Once
a solution is known, it can be turned into first integrals. The Birkhoffian representa-
tion, in turn, ¢an be computed from the first integrals via Methed 3 of Corollary
4.5.1d.

System (1) admits the equivalent first-order form
& = Z4a), l=x, at=y a’=%x da

=g =

24
== as’ =2 4’ 33 _a4, =4 = _az’ (2)



Direct Universality of Birkhofl’s Equations 107

which can be easily proved non-Hamiltonian. It is equally easy to see that the vector
field is Birkhoffian. In fact, the general solution is given by

T= ¢ sint+cycost +e3t + ¢y,

2 =c,co8t+ cysint,

. 3
= —¢,CcO8t —cysint + ¢, ®)

a8 8 8
Il

* = —c,sint +cycost.

The use of the theorem on implicit functions permits the computation of the e—con-
stants in terms of the : and & variables, which assume the meaning of first integrals, i.e.,

I, =a*cost—a*sint,

I, =a*sint + a*cos ¢,

I =a*+ &, _
I,=a'—a* — (@ + ™.

“)

Equations (4.5.22) and (4.5.23) then yield the following Birkhoffian representation
via simple manipulations:

Ri=a*+a’> Ry=0, Ry=da* R,=0,

5
B = (a®? + 24%3° —- (a%)*]. )

The first-order Pfaffian action is then given by
of = fdt{(a?- + @)+ a*d® — 4@ + 2273 — (@), ©)

Dougilas’ result can now be easily illustrated. In fact, the transformation of the inte-
grand of action (6) to the original variables (x, y) yields a second-order action.

Example 4.7

The two-dimensional system

o 1
x—ZJ’:O,
1
j5-!-%y—%x=0, ()

can be proved essentially non-self-adjoint. Their Birkhoffian representation has been
computed by Hojman and Urratia (1981) also via the method of Example 4.6, and it
is given by

o = J dt{e'(6a* — a?)a' + (2&° + 12a* — 3a')i

+ (18a* — 4aM&® + (6a° + 3aDd* + (a')® + Ha?)?

— 2&*) — $a*)?] + ¢P[(3a* + 2a%)a"

+ (@' + 6a® — 4a*)a® + (da' — 2a%)a®

— (6a° — 3aM)a* + §a")? + Ha?* + 2(e®) + 4a@H]}, @

al=x, a*=y =% a* =y
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Note that system (1) of this example is linear while Equation (1) of Example 4.4 is
nonlinear. The computation of the general soiution is therefore readily achievable in
the first case but is a rather complex undertaking in the second. In turn, the capability
of computing a Birkhoffian representation is possible in the first case but is difficult
to achieve in the second case.

Problems

4.1 Prove that the contravariant Birkhoff’s tensor defined via Equations (4.2.10)
verifies integrability conditions {4.1.48) for the characterization of Lie brackets.

4.2 Prove that Birkhofl’s equations (4.2.1) verify all conditions (4.1.32) of vari-
ational self-adjointness. In particular, prove that the solution of Conditions (4.1.32a)
and {4.1.32b) can always be cast into a curl structure like Birkhoff’s tensor (4.2.4).

43 Extend the proof of Theorem 4.4.3 from particular case (4.4.10) to general
case (4.4.7).

44 Prove Proposition 4.4.1.
4.5 Consider Duffing’s equation,
[F+ rsa +wr¥sa =0, w=0,

- and search for an approximate Birkhoffian representation as follows. Assume for B the
total energy of the unperturbed oscillator, B = 3(#* + r?), and search for a solution in
the R functions via the multiple power-series expansion in the parameter w

_ 1p2
R,=RJ+ wRl + w?RZ + ---.

Prove that a solution for Rﬂ is (p, 0), p = #, and compute a solution for R}. Compute the
equations of motion characterized by the approximate solution R, = R} + wR,,, and
elaborate on the corresponding approximate character of the representation.

46 Prove that Duffing’s equation from the preceding problem admits the (exact)
Birkhoffian representation

B =17 + %)
1 r
R= [— " + yE? 4+ I+ b i Gyrr+ 40+ ﬁwrs)].

4.7 The following Kepler system in a dissipative medium with nonlinear damping

term
1 22
[(+7), - -0
LAV ETY " Insa

admits the Birkhoffian representation

B=4p*+r,

i

0 —-

R, @R\ r
ot ) |1

-
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Since the system is in one dimension, a Hamiltonian exists (Corollary A.1.1a). Prove that
the Birkhoffian representation above cannot be factored into a Hamiltonian form accord-
ing to rule (4.5.36). Compute a Hamiltonian for the system and an isotopic transforma-
tion of Hamilton’s equations, with corresponding Birkhoffian form, by therefore
illustrating that rule (4.5.36), when properiy treated, does indeed hold.

4.8 Prove that all self-adjoint symmetry breakings of Chart A.12 ie.,
oH ES BS aHBS
can be represented via the Birkhoffian gauge (Corollary 4.5.1€):

oG G

R° = (p, 1), G= JHBSdt.

4.9 Identify the foundations of the second-order Lagrangian mechanics with particular
reference to (A) the study of the possibility that the Inverse Lagrangian Problem is
directly universal, as is expected from the direct universality of Birkhof{’s equations and
Lagrangian images of types (4.2.35) and (4.2.36). In particular, work out the methods for
the computation of 2 Lagrangian from the equations of motion, as well as a few repre-
sentations of known systems (e.g., the Kepler problem). {B) Work out the transformation
theory, as well as the theory of symmetries and first integrals, including the reformulation
of Norther’s theorem. In particular, see whether the isotopic transformations of second-
order Lagrangians coincide with those of Birkhoffian representations. (C) Identify the
generalization of the Legendre transform for second-order Lagrangians which leads to
Birkhoff’s equations, that is, which preserves the Lie and symplectic character of
Hamilton’s equations.



CHAPTER 5

Transformation Theory of
Birkhoff’s Equations

5.1 Statement of the Problem

As is now familiar, an objective of this volume is to establish methodological
foundations for the treatment of the most general known class of local inter-
actions, those of the variational non-self-adjoint type. The interactions can be
essentially reduced to a superposition of action-at-a-distance, potential
forces F5, and contact forces F™ for which the notion of potential energy is
inapplicable, according to the systems

mai:ka '_fisc}ax(t) r, i.) - FEJSA(IS r, i') = 0: (511)

a=12,...,N, k=x,y,z

In Chapter 4, we established the insufficiency of conventional (Lagrangians
and) Hamiltonian formulations for the treatment of the systems considered,
because of their lack of direct universality, that is, their general inability to
provide a description in the coordinate and time variables of the observer.

We therefore reduced the systems to an equivalent first-order form of the

type
& =Bt a), (a*) = (;), (8 = (fSA I:/_ n;NSA), (5.1.2)

u=12,...,2n = 6N,
110
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and established the direct universality of Birkhoff’s equations

R, @R,\., (0B 3R\ _
(aa”_ — aav)a ('5{:1—# W) = Q. ] (513)

In the same Chapter 4 we also established that the universality of Equations
(5.1.3) implies that of the Pfaffian action principle (analytic profile)

5 f "HIR (&, )i — B(t, aY)(By) = O; (5.1.4)

the Lie algebras realized via the most general possible regular product
(algebraic profile)
=1\ uv
) ;o (5.1.9)

and the contact geometry realized via the most general possible, exact,
contact two-form on R x T*M (geometric profile)

" . 1 (éR, &R
£ = dR(@)d8") = 5 ( T

dR, _0R,
da*  da*

04 _ OB
Bl* = - qw wo_
[4,B] =220, 0 (

)d&“ A da, (5.1.6)

@) = (ai) (R)=(=B,R), jmv=012...,2n

In turn, these results established the applicability of rigorous analytic,
algebraic, and geometric methods for the treatment of systems (5.1.1) in the
reference frame of the observer.

In this chapter we study the transformation theory of BirkhofI’s equations.
An objective is to establish that the derivability of the systems considered
from a Pfaffian principle, their Lie algebraic character, and their contact
geometric structure are independent of the selected reference frame (that is,
they persist under the most general possible (but smoothness- and regularity-
preserving) transformations of the local variables). The frame independence
of the primitive analytic, algebraic, and geometric characteristics then clears
the way for coordinate-free globalizations.

The single most important aspect of this chapter is that the transformation
theory of local non-self-adjoint interactions in general and that of Birkhoff’s
equations in particular is noncanonical. This notion originates at the dynamic
foundations of the theory, via the property that the time evolution of the
systems

a'(t) = "= " gH(0) (5.1.7)

does not preserve the conventional fundamental Poisson brackets. It is then
confirmed by the noncanonical character of the transformations preserving
the Birkhoffian form of the equations of motion. Finally, the same notion
reemerges in a number of diversified aspects.
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By keeping in mind that contemporary theoretical physics has been mainly
patterned (classically and quantum mechanically) along the theory of canon-
ical transformations, the noncanonical character of the Birkhoffian trans-
formation theory has a number of fundamental implications. For example,
it implies the need for:

1. a generalization of virtually all methodological tools of Hamiltonian
mechanics;
2. a generalization of conventional formulations of Lie’s theory;

3. a generalization of Galilei’s relativity.

At the quantum mechanical level, the implications are equally fundamental.
In fact, the noncanonical character of the classical transformation theory is
sufficient, per se, to render inevitable a generalization of quantum mechanics
for the treatment of nonpotential interactions, such as those which are
possible for one (particle} wave packet under conditions of penetration
within other wave packets. Indeed, for evident consistency, the noncanonical
character of time evolution (5.1.7) must result in the nonunitary character
of the corresponding “quantum mechanical”! description. In turn, this
demands the construction of a new theory which is form-invariant under
nonunitary transformations, in the same way as Birkhoffian mechanics is
form-invariani under noncanonical transformations.

Needless to say, the problem of generalizing quantum mechanics goes
beyond the objectives of this volume. We therefore limit ourselves to the
indication of the algebraic notions which are expected to be common to both
the macroscopic and the microscopic descriptions and refer the interested
reader to the specialized literature on the subject for technical details.

The three classes of transformations we consider are the following:

(I) contemporaneous transformations on T*M, i.c.,
=t =t a* — a*(a), w=12,...,2n; (5.1.8)
(I} contemporaneous transformations on R x T*M, ie.;
t-t =t at — a'’*(t, a), w=12...,2n; (5.1.9)
and
(III) noncontemporaneous transformations on R x T*M, ie.,
t = t'(t, a), a* — a®(t, a), p=12...,2n (5.1.10)
or, in the unified notation of Equations (4.1.51),
= a4, w=01,2...,2n (5.1.11)

! The apparent departures from conventional ideas which are implied by the contact effects
due to mutnal penetzation of particles are so deep as to render questionable the same terms
“quantum mechanics.” For these reasons Santilli (1978d) proposed the name Atomic Mechanics
for the current mechanics (that is, the mechanics for the structure of atoms), and the name
Hadronic Mechanics for the new mechanics (that is, the mechanics for the structure of hadrons
as well as, more generally, closed systems under strong internal forces).
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All transformations considered will be analytic in their region of definition,
i.e., the new variables a'(a) or &(&) are analytic functions of the old variables.
However, recall that this is due to the existence theory of partial differential
equations used in the analysis and that the transformation theory can be
consistently formulated and often applied under weaker smoothness condi-
tions (e.g., ¢’ € €2).

All regions of definition of the transformations, usually denoted with the
symbol # (&) for transformations on T*M (R x T*M), will be tacitly
assumed to be star-shaped or to satisfy topologically equivalent conditions
(e.g., deformability to a curve, as indicated at the end of Chart 4.6). As now
familiar, this is due to the need to apply the converse of the Poincaré lemma,
in order to ensure the existence of a Birkhoffian representation of the systems
considered. Nevertheless, the transformation theory can be formulated and
applied also in regions verifying weaker topological properties.

Finally, all transformations considered will be assumed to be regular,
that is, their Jacobian is non-null as a function, e.g.,

J(a) = det(a )(@);&0 (5.1.12)

In particular, we shall tacitly assume that all points in whose neighborhood
the transformations are considered are not isolated zeros of the Jacobian,
that is, they are not solutions of the equation J(a) = 0. As a consequence, all
transformations considered are invertible in their regions of definition, i.e.,
whenever transformations (5.1.8), (5.1.9), and (5.1.10) are assigned, thelr
corresponding inverses

v —-tr=1, at — a'(a) {(5.1.13a)
r—t=tr, a™ — at(t, a’) (5.1.13b)
v, a), a* — ait, a) (5.1.13c)

always exist.

For the reader’s convenience, as well as for notational and subsequent
reference needs, we begin our analysis with a review of the theory of canonical
transformations (Section 5.2). The transformation theory of Birkhoff’s
equations will then be constructed (Section 5.3) as a step-by-step generaliza-
tion of that of Hamilton’s equations. Qur subsequent analysis will be de-
voted to a number of related aspects, such as the underlying formulation of
Lie’s theory.

The analysis will be primarily conducted for essentially non-self-adjoint
systems, namely (Definition 4.1.1), systems which do not admit a Hamiltonian
representation in the coordinate and time variables of the observer and for
which the need of Birkhoff’s equations is more transparent. Nevertheless,
we shall not exclude the class of nonconservative systems admitting a
Hamiltonian in the variables indicated (which are called non-essentially
non-self-adjoint systems, also from Definition 4.1.1). The reader should keep
in mind that the Inverse Hamiltonian (or Lagrangian) Problem has a particu-
lar methodological function for these systems. In fact, the knowledge of a
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Hamiltonian permits the use of the entire body of methods of the canonical
transformation theory, which would be otherwise precluded.?

In the final analysis, this is the spirit of these monographs: rather than
assuming a given methodological setting and restricting the dynamics to
simplified, compatible forms, we prefer to consider unrestricted dynamic
conditions as the foundations of the theory (classically and quantum mechani-
caily), and then seek compatibie methodogical tools. However, in doing so,
the researcher should be prepared to abandon some familiar fundamental
notions of contemporary physics and search for suitable generalizations.?

5.2 Transformation Theory of Hamilton’s Equations

One of the most salient propertics of canonical transformations is that of
preserving the structure of Hamilton’s equations, i.e.,

@ a—ifco-m a'“—a—f_=0. (5.2.1)

As a matter of fact, this can be assumed as one of the possible definitions of
canonical transformations.

A deeper study reveals that canonical transformations preserve the form
of Hamilton’s equations for all possible Hamiltonians. This suggests the
definition of canonical transformations without any reference to Hamilton’s
equations and by using only the fundamental algebraic tensor w*¥ or,
equivalently, its geometric counterpart w,,. By recalling that these tensors
transform according to the general rules for contravariant and covariant
tensors, respectively (Chart 1.A.13), we have the foliowing definition.

Definition 5.2.1.* Contemporaneous transformations (5.1.8) are called
canonical when they preserve the value of the fundamental Lie tensor, i.e.,

, da'* da’
W — QY = i W’ 7 = ot (5.2.2)

or, equivalently,-of the fundamental symplectic tensor, i.e.,

o da” da®
Wyy = 88y, = da'* W 2a’ = Wyy.

(5.2.3)

2 As an example, lacking the use of the Inverse Hamiltonian Problem, the only possible
treatment of the spinning top via the Hamilton—Jacobi equations is that under the perpetual-
motion approximation of conserved angular momentuim.

3 Heisenberg’s vivid and inspiring words, stated in his memoir (1971, page 70), come to mind
here: “In science, ... it is impossible to open up new territory unless one is prepared to leave the
safe anchorage of established doctrines and run the risk of a hazardous leap forward.” To this he
added soon thereafter: * However, when it comes to entering new tervitory, the very structure of
scientific thought may have to be changed, and that is far more than most men are prepared to do.”

+ A considerable variety of definitions of canonical transformations exists in the literature.
Some of them are given in Chart 5.6 along with a number of references. The reader should be
aware that they are not all equivalent.
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The equivalence of Definitions (5.2.2) and (5.2.3) is easily seen from the
propertics

{o") = (a)m,)_l, (5.24a)
da* 0a” da® da”\ !
(aap w” aa‘r) = (@ Wy F) . (524b)

Thus whenever one of the two conditions is verified, the other follows.
Definition 5.2.1 implies the preservation of the conventional Poisson

brackets, i.e.,

04 ,,0B 84 OB

A, Bl = 22 g 92 02
(4, Bl 2 0T Y

Ad) = Ala(@)),  B(d') = Bla(a)). (5.2.5b)

In fact, the equations above can be assumed as (necessary and sufficient)
conditions for a transformation to be canonical. In particular, property
(5.2.5a) implies that a time evolution which is Hamiltonian in one reference
frame remains Hamiltonian under all possible canonical transformations.

Recall from Section 1.2.9 (see also Equations (4.5.14)) that the funda-
mental Lie tensor represents in a unified way all fundamental Poisson
brackets. Thus Definition 5.2.1 is based on the preservation of these brackets
in the transition from the old to the new variables, and we can write

[a¥, a]y = [&, d*] = o™, wyv=12...,2n (5.2.6)
{a) @

=[4, By, (5250)

Another implication of Definition 5.2.1 is the preservation of the conven-
tional Lagrange’s brackets, i.e.,

da* da*  da'* da”

4Bl = 57 “w 35 = 54" ' 78

= {Ari Bl}(a'): (527)

and this can be assumed as yet another definition of canonical transforma-
tions.

Similarly, by recalling that the fundamental symplectic tensor w,, repre-
sents in a unified way all fundamental Lagrange’s brackets, Definition 5.2.1
is based on the preservation of these brackets, and we can write

{¢", &}y = {a™ "}y =0, Wv=12...,2n (5.2.8)
@ @ (]

These properties imply the following transformation rule of Hamilton’s
equations under canonical transformations without an explicit time dependence

JH oa’* oH’
AV = —len. a7 — — = 5.2.93.
(w'uv ¢ aa“)SA 31:1“ ( pa ¢ aafﬂ) SA 0’ ( )

da*? da’®
o™ Cr gg

H(t, @) = H'(t, a') = H(t, a(a")). (5.2.9¢)

= Wy, (5.2.9b)

4 —
W, =, =
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The self-adjointness of Hamilton’s equations in both the old and new
variables is a consequence of Theorem 1.3.10.1 (see Theorem 4.1.3 for a
review). The non-self-adjointness of the right-hand side is a consequence of
the arbitrariness of the functional dependence of the new variables in the old,
as the reader can verify through conditions (4.1.32).

Note that scalar rule (5.2.9¢) does not apply when the transformations
depend explicitly on time, as we shall soon see.

We now move to the study of more general transformations (5.1.9) which
are still contemporaneous, yet possess an explicit dependence on time. For
this purpose, we assume a definition of canonical transformation which is
different than that of Equations (5.2.2) and (5.2.3).

Definition 5.2.2.* Contemporaneous time-dependent transformations
(5.1.9) arc called canonical when they preserve Hamilton’s principle in the
transition from the old phase space variables

1z
6 | il — HG, @ 91)ES) =0, (5.2.10)
[ 31
to the new variables
2
o f di[pi.g™* — H'(t, ¢, P)I(EL) = 0. (5.211)
t

Definition 5.2.2 is broader than Definition 5.2.1 in that the former admits
the latter as a particular case and, in addition, permits transformations such as
the dilations,

¢ = q*=e¢q", pop=e’p, (5.2.12)
and the reciprocity transformations,

(@ p)—(d,p)=(p.q), (5.2.13)

which are canonical for Definition 5.2.2 but not for Definition 5.2.1.° This
isa good illustration of the subtle differences between the geometric approach
(Definition 5.2.1) and the analytic approach (Definition 5.2.2).%

Even though variations (5.2.10) and (5.2.11) are individually null, the
difference between their integrand is not null. Nevertheless, such a difference
can at most equal the total differential of a function F(t, g, p, ¢, p) that is
analytic in all its variables (under our general smoothness conditions).
In this way we reach the followinig fundamental identity:

ped" — H{t, 4,p) — g™ + H(, ¢, p) = F(t, ¢, p. ¢, ), (5:2.14)

® The reader can see now the differences between the definitions of canonical transforma-
tions of Chart 5.6.

8 Transformations of type (5.2.12) and (5.2.13) are fully acceptable on analytic grounds. Yet
on geometric grounds, they imply a change of the fundamental symplectic structure. As such, they
have nontrivial technical implications.
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that provides the means for the explicit construction of canonical transforma-
tions.

The function F, called a generating function, generally depends on the
4n + 1 variables (¢, q, p, ¢, p').” However, only 2n + 1 of them can be inde-
pendent, owing to transformations (5.1.9). These 2n 4 1 independent vari-
ables can be arbitrarily selected via any 2n-dimensional subset of the variables
(g, b, q', p’) and time. Thus many different cases of generating functions are
possible. The most significant ones are the following six.®°

Casel: F=Ftgq q) Indentity (5.2.14) in this case reads

daF oF oF
—H - f fk - 1 1 1- 2
yielding the transformation laws
oF , oF
pk = -éq—’:" pk = 6q’rlc, (5.2.163)
oF
H=H+ 6—t1' (5.2.16b)

Case 2: F = F,(t, q, p). The use of the Legendre transform reduces F,
to F, (Problem 5.2)

Fy=F +pg* (5.2.17)
resulting in the new transformation laws
_0F, x _ OF;
br = aqka qa = 55;;‘: (5218&)
H=H+ % (5.2.18b)
ot
Case 3: F = Fyt, ¢, p). The reduction via a Legendre transform
F3 = F, — pd, (5.2.19)
yields the transformation laws
oF oF
k 3 ’ 3
—= = ——, 5.2.20a
q apk pk aq,k ( )
=H+ {3% (5.2.20b)

7 Note that one (necessary and sufficient) condition for a canonical transformation to depend
explicitly on time is that the generating function exhibits such a functional dependence. This
dependence, however, does not imply that the transformation is noncontemporaneous (that is,
time is also transformed. This occurrence implies that Definitions 5.2.1 and 5.2.2, as well as al]
Definitions reviewed in Chart 5.6 do not incorporate the full Galilei’s transformations. Nevertheless,
the definitions can be enlarged into R x T*M) to include Galilei’s transformations (see Chart 5.6).

8 The existing literature generally presents only Cases 1-4.

® The more general construction of canonical transformations via Holder’s principle is left
as an exercise for the interested reader (Problem 5.1).
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Case 4: F = F/(t, p, p')- The reduction

Fo=TF, - pd* + pid" (5.2.21)
characterizes the laws
oF oF
k 4 ko 4
= - —= — (5.2.22a)
1 Opx 1 3p
dF
H=H+ —af (5.2.22b)
Case 5: F = Fs(t, ¢', p'). In this case identity (5.2.14) yields
oq Bq" AN . dFs .,  8Fs ., 0OF;
-2, I L [ ) Hr — T3 pubad= R Y -2
(6q"‘q ot + Py, H—pg” + ag* 4 +ap;‘p 5
(5.2.23)
by characterizing the transformation laws!®
, dg'  OFs 8q* OF;
Pr — P it = W’ pia—p;‘ = op.’ (5.2.24a)
an 6q'
P 5.2.24b
Case 6: F = Ft, q, p). In this case we have
6q"' aq'i aq" JF 6 JoF JFs OF ¢
— H— ¥ — f = Tk il
(5.2.25)
with the corresponding transformation laws
aq’i 6F6 aq”- an
P — Pisg = 5 P = 5.2.26a
k o~ aq p . 5pk ( )
dF & og'
H=H+—2 ;
+ P + o (5.2.26b)

The use of the transformation laws given above is twofold. First, it is
possible to assign a generating function F to any of the classes outlined. The
corresponding canonical transformation can be then computed via the
application of the theorem on implicit functions (Theorem 1.1.1.1) to the
transformation laws of the class considered. This is due to the fact that, for

10 Notice the appearance of rew rules for the transformation of the Hamiltonian. In fact, we
have scalar rule (5.2.9¢c) under contemporancous transformations (5.1.8); we have the more
general rules (5.2.16b) and (5.2.24b) under the more general, but still contemporaneous trans-
formations (5.1.9); and, as we shall see in the next section, we have still more general rules for

nen-contemporangous transformations (5.1.10).
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instance, transformation (5.2.16a) contains the complete sets of transforma-
tions ¢'(t, g, p) and p'(t, ¢, p) only implicitly.

The second use of the transformation laws given above is the opposite of
the preceding one. In certain instances, a canonical transformation is as-
signed, and the knowledge of the corresponding generating function is
requested. In principle, such a generating function can be computed via the
use of any of the cases above. A solution is given by reversing the procedure
for the construction of 2 canonical transformation via a generating function,
according to the following steps:

(a) select a type of generating function to be computed {(e.g., FF,);

(b) turn the given canonical functions ¢'(z, g, p) and p'(t, ¢, p) into the
corresponding form (e.g, for F,, one must write p(t, g, g') and
Pt g, q)); and

(¢) solve the corresponding transformation laws, now interpreted as
partial differential equations in the unknown generating function.

Within such a context, the integrability conditions for the existence of a
generating function are relevant. The now familiar application of the con-
verse of the Poincaré lemma yields the following integrability conditions for
the existence of a generating function.

Case I: 35,3 - - Z—ZJ (52.27#)
Case 2: % = -?%: (5.2.27b)
Case 3: -g-c% = g% (5.2.27c)
Case 4: g—; = - %%J (5.2.27d)
Case 5:

{q", q’j}(q,p) = {pi, Pit@m =0 {q", Plam = ‘S; (5.2.27¢)
Case 6

{qiz qj}(q',p') = {p: Pj}(q', py = 0, {qi, pj}(q',p') = _(55‘- (5.2.271)

It is possible to prove that these conditions are automatically verified by

canonical transformations as per Definition 5.2.2'! (Problem 5.3).
Equations (5.2.27a)-(5.2.27d) are better known in the existing physical

literature as inversion formulae (see, for instance, Pars (1965)). Indeed,

1 This is a remarkable propertly inasmuch as the conditions constitute an overdetermined
system of partial differential equations, that is, a type of system whose consistency study is, in
general, rather complex. The remarkable point is that the preservation of the fundamental Lie
or symplectic tensor or, more generally, of a variational principle, readily provide the integrability
conditions of these difficult systems.
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these equations produce the conversion of the fundamental Poisson brackets
into the fundamental Lagrange brackets, and vice versa, i.e.,

o 2 I od i 2a'( s\ (g (og”
i» Pifig, py ap: ap-r’ 6P: ap; - aqk apk apk 6q"
= —ld" ¢ Tgn (5.2.28)

In our unified notation, all integrability conditions (5.2.27) can be written

da" 0a”™ Bu
277 @ ) w"”, (5.2.29)
with inversion rule
{a* a"} gy = 0 040a% a*,. (5.2.30)

We now study the integrability conditions for the existence of a new
Hamiltonian, for simplicity but without loss of generality, for transformations
without an explicit time dependence.'? For this purpose, we interpret the
variables a*(a) as ordinary functions in a-space, as well as new independent
variables, yielding the expressions

5 0a%0H L OH'

i = 5 3 1o 327 (5.2.31)
which can be written
o’ Ja™ 0H
prr 0,45 0 2 3 (5.2.32)

By using the converse of the Poincaré lemma (Example 1.1.4 p. 1.50, in
particular), the integrability conditions for the existence of H' are given by

8*H' e

i e =& M=l (5.2.33)

and, when expressed in the space of the original variables, can be written

o (Lot oH\ oo (L cavan
da*éa” \" "™ Ba’ da® oa’” Sa® \ " "™ da¥ 8d°

) =0. (52.34)

By multiplying both terms by (da™*/éa”)(8a’/da%) and summing up the re-
peated indices, we have

da” 9 ( mm”"EaH) ba* 8 ( o da'® 3H

da* da° oa oa®) ~ e 0a"\“* Fa¥ oa®

>= 0. (5.235)

'2 These transformations are studied by a number of authors. See, for instance, Sudarshan
and Mukunda (1974).
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By adding the identically null term,

a%a” da®oH  Ba* da® oH
76 = 8 —— =0 5.2.36
i o i@ eaox = o ( )

finally, integrability conditions (5.2.35) can be writteﬂ in the form

o [(8a® da®\ ;0H] @8 [(ea”  oa°\ ,;0H
R R 2 el va - woH | _ .
da” [( oar Bra aa“')w aa":l dar [( oa® Wya aay)m 30"] 0 (5237

or, by introducing the Lagrange brackets, in the more concise form

d ¢H 7} dH
W l:{a’, @}y 0" E;‘g] ~ l:{a", a*} gy " %3] =0. (5.238)

By inspecting these equations, we see that sufficient conditions for the
existence of a new Hamiltonian are given by

{a* &Yy = Narg, % f=12,....2n (5.2.39)

where N is a numetical constant, Indeed, in this case, Equations (5.2.38)
reduce to ’

8 oH\ @ o0H 8*H _ °H
o) vé = — =
N|:6a" (wt,,w 6a‘5) da® (mﬂw 6a")] N(aa" da*  Oa* aa") 0

(5.2.40)

namely, they reduce to the continuity property H e%* up to a multiplicative
constant.

The differences between Definitions 5.2.1 and 5.2.2 now become clear, Int
fact, when N = 1 we have the former, while for N # 1 we have the latter.
Evidently, transformations of type (5.2.12) and (5.2.13) are admitted under
the condition N # 1.

To see the necessity of conditions (5.2.40), we recall the crucial property
indicated earlier that, for a transformation to be canonical, it must be so for
all possible Hamiltonians. The necessity of conditions (5.2.40) originates
from this property. In fact, when integrability conditions (5.2.38) are inter-
preted for one given Hamiltonian H, they characterize a different class of
transformations (the so-called canonoid transformations to be introduced
later in this section).

We therefore conclude by saying that the use of the converse of the
Poincaré lemma within the context of the canonical transformation theory
permits the identification of new meanings of the fundamental symplectic
tensor w,, and fundamental Lic tensor w*’. The former characterizes the
integrability conditions for the existence of a new Hamiltonian, Equations
(6.2.39), while the latter characterizes those for the existence of a generating
function, Equations (5.2.28), up to multiplicative constants.

For completeness, we now reinterpret from a Hamiltonian viewpoint a
number of known transformations of Lagrange’s equations that are reviewed
in Section A.3 for the reader’s convenience.
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Consider first the point transformations of Lagrange’s equations, Equations
(A.3.15). The direct Legendre transform applies to both L and L', yielding
the Hamiltonians

oL

P=  H=pd —L=Hqp) (5.2.41a)
2 aL’ ' ) ok ; , , ,
Be=gae  H=pnd"-L=H@GgP (52410

It is easy to see that the phase space images of point transformations are
canonical transformations. Indeed, in view of the identities L = L' and
H = H', we have

pedd” = prdq™, (5.2.42a)
aqt oq* _
Piggi=th  Pipys 0. (5.2.42b)

The reader can verify by inspection that the underlying transformation
{a} = {q, p} — {a'} = {q'(g), p'(4, p)} is a particular case of the canonical
transformations. Indeed, the new coordinates ¢'* depend only on the old ones
by the very definition of point transformations in configuration space; for a
canonical transformation, the new coordinates generally depend on both
the old coordinates and momenta. Aiso, the new momenta, from Equations
(5.2.42b), depend linearly on the old momenta, which is not necessarily the
case for a canonical transformation.

The transformations verifying rule (5.242) were called homogeneous
contact transformations by Lie and subsequently renamed Mathieu’s trans-
formations, or extended point transformations.*?

On similar grounds, it is easy to see that the phase space images of the
Newtonian gauge transformations are canonical. Indeed, the transformations
considered are given by (Section A.3):

L(t, q,9) = L'(t, ¢, ) = L(t, ¢, §) + G(t, g), (5.2.43)

and their phase space image is characterized by

oL _ »
Pe= o H= pd* — L = H(t. 4, p), (5-2.44a)
;oL t— plgk— Lt t t
P.'C = a_q'k’ H = pkq — L = H (t, q, p ). (5.2.44b)

The reader can then sec that the underlying transformation {a} = {g, p}
— {a'} = {q, p'(, q, p)} verifies conditions (5.2.2) or (5.2.3). Again, this time
we have a particular subclass of canonical transformations in which the space

13 See, for instance, Whittaker (1904).
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coordinates are not transformed at all, while the new momenta are given
by the rule

oG
Pt =p + P (5.2.45)

We remain with the problem of the phase space image of the isotopic
transformations of a Lagrangian (Section A2), i.e.,

d oL*  BL* fdorL oL\ 1
@5 5= GF ) 6

These transformations can be subjected to a dual phase space interpreta-
tion. First, we can apply the direct Legendre transform to both L and L¥*,
yielding the rules

oL _
P = 3 H = pd* — L =H{t q,p) (5.2.47a)

. OL* - . . .
W=gg HU=pd - LY =HGP).  62470)

Tt is readily seen that the phase space images of the isotopic transformations of a
Lagrangian are not canonical. Indeed, the reader can determine by simple
inspection that the underlying transformation {a} = {g, p} — {¢*} =
{q, p*(t. q, p)} does not verify conditions (5.2.2) or (5.2.3). Also, the Hamil-
tonian H*(a¥) cannot be obtained, in general, from the old Hamiltonian
H(a) via scalar rule (5.2.9¢) or (5.2.24b), i.e.,

k
1, %) # H( a@) + 5+ Ly (5.248)

and thus transformation law (5.2.9a) of Hamilton’s equations does not
apply.

In this way we learn the remarkable property that canonical transforma-
tions do not exhaust the class of all possible transformations capable of pre-
serving Hamilton's equations.'* Also, it is our first exposure to noncanonical
transformations of direct meaning in analytic mechanics. It is therefore
important to study the transformations under consideration in more detail.

For simplicity, consider analytic and invertible transformations without
an explicit time dependence,

a"—sat=a*"*a), p=12,...,2n (5.2.49)

and interpret them as functions in a-space. The time evolution law then reads
fa*t da** OH

¥ = P = w*f —- 5.2.50

a 2 TP e o ( )

14 Another remarkable property which will be pointed out in Section 6.3 is that the sym-
metries of Hamilton’s equations (which are a subclass of the class of canonical transformations)
do not exhaust all possible symmetries of the vector field represented by Hamilton’s equations.
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Suppose now that a new Hamiltonian H*(a*) exists such that

da* 3H . OH?
*y — N
(cu % ﬁ)( )= (5.2.51)

Then transformations (5.2.49) are called canonoid (i.e., not quite canonical),
according to Saletan and Cromer (1971., page 187).

It is easy to see that the phase space image of the isotopic transformations
of a Lagrangian are precisely (a particular form of'®) the canonoid trans-
formations. Indeed, Hamilton’s equations in the a*-coordinate system exist,
while the Hamiltonian does not verify the conventional scalar rule, under
these transformations.

The integrability conditions for the existence of a canonoid transformation
for a given Hamiltonian are easily computed via simple generalization of
the integrability conditions for canonical transformations, and they are
given by

®p *p
i (wm,wwa“ aH)( *)—a - (mpwﬁa" aH)(a*)—O (5.2.52)

a* da* odb da* 3P

The use of the Inverse Hamiltonian Problem then yields the new Hamil-
tonian according to the familiar rule

1 a &=p a
H*a%) = a*“f de(w,, 0 Z SN o) (5.2.53)
0 Ba* daP
A few comments are in order. It should be indicated that integrability
conditions (5.2.52) are, in actuality, the conditions for the variational self-
adjointness of the normal form

B @™ — BN =0,  Ef = w,, 0 a;; g_ﬁ, (5.2.54)
expressed in the a*-variables, ie.,
=y hy
T g =90 (5.2.55)

This is also the case of the integrability conditions for canonical transforma-
tions, Equations (5.2.38). However, a fundamental difference exists between
the integrability conditions for canonoid and canonical transformations. In
the former case the conditions hold for one given Hamiltonian, while in the
latter they hold for all Hamiltonians, as indicated earlier. It is precisely this
difference that renders the canonoid transformations generally noncanonical.

Intriguingly, the canonoid transformations can clearly be canonical when
they are canonoid with respect to all Hamiltonians. This is a first indication

*% The canonoid transformations generally imply the transformations of both, coordinates
and momenta, while the phase space image of the isotopic transformations of a Lagrangian does
not transiorm, by assumption, the space coordinates.
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of the existence of more general transformations admitting the canonical
transformations as a subclass. Additional, noncanonical transformations of
this type will be identified in Section 5.3. This situation confirms the expecta-
tion that the transformation theory of Hamilton’s equations should not be
restricted to canonical transformations.

We shall now inspect the behavior of the regularity of the Hamiltonian
under canonical transformations. Recall that a necessary condition for the
applicability of the inverse Legendre transform is that the Hamiltonian
verifies the regularity conditions (Section 1.3.8)

8*H ) ~
det #) # 0, 5.2.56)
(619.- op; @) (

and this condition is equivalent to the corresponding regularity condition
for the Lagrangian

azL a?.H -t '
det(w)(@) = {det(api apj)(%)} . (5.2.57)

Regularity property (5.2.57) is not preserved by canonical transformations.
This is easily seen if one considers the property of canonical transformations
of reducing a Hamiltonian H = $p® + V into a form which is linear in the
momentum or a censtant. When a Hamiltonian is degenerate, the inverse
Legendre transform, as presented in Section 1.3.8, is inapplicable. In this case,
the construction of an equivalent Lagrangian representation is rather in-
volved and belongs to the theory of systems with subsidiary constraints. As
such, it will not be considered here (the problem is treated in the specialized
mathematical literature of the canonical treatment of the calculus of varia-
tions, but it does not appear to be treated in the physical literature, to the
author’s knowledge!®). 7

Notice that a fully equivalent situation occurs at the Lagrangian level,
provided that the transformation theory is extended to include the configura-
tion space image of the canonical transformations, that is, the velocity-
dependent transformations. This occurrence confirms the equivalence of the
Lagrangian and Hamiltonian approaches also with respect to the trans-
formation theory.

We can therefore say that the transformation theory indicates the existence
of the possibility of transforming given regular determined systems into equiva-
lent degenerate systems with subsidiary constraints.

In this section we reviewed the contemporary approach to the theory of
canonical transformations, which is rather universally restricted to trans-
formations of type (6.1.9). The reader should keep in mind, however, the

16 The approach well-known in the physical literature as Dirac’s mechanics transforms a
degenerate Lagrangian into a Hamiltonian which can be proved to be (generally) regular in the
sense of (5.2.56). The problem referred to in the text is the opposite of Dirac’s, that is, the trans-
formation of a degenerate Hamiltonian into an equivalent, generally regular, Lagrangian image.
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need to consider the more general transformations (6.1.9), as established
for instance by the structure of Galilei’s transformations

t—t =+ to
r—r =Rr+ vyt +1y, ReS0(3), (5.2.58)
p—p = Rp + mv,

as well as by other symmetries of systems in first-order form. The behavior of
Hamilton’s equations under these more general transformations will be
studied in the next section, as a particular case of the transformation theory
of Birkhoff’s equations.!”

In closing this section we note that the restriction of the transformation
theory to canonical transformations prohibits the existence of indirect Hamil-
tonian representations. In fact, by their very definition, canonical transforma-
tions preserve the Hamiltonian character of a vector field. As we shall see in
Section 6.4, this implies the inability to transform a given non-Hamiltonian
vector field into an Hamiltonian form, by therefore preventing the construc-
tion of a Hamiltonian. The generalization of the transformation theory to
arbitrary, generally non-canonical transformations is therefore mandatory
for the Inverse Hamiltonian Problem.

5.3 Transformation Theory of Birkhoff’s Equations

In this section we shall first establish the property that noncanonical trans-
formations transform Hamilton’s equations into Birkhoff’s equations. The
preservation of the structure of Birkhoff’s equations under unrestricted
transformations will then be consequential. The generalization of the
canonical transformation theory will be considered thereafter.

For clarity, we shall consider first the contemporaneous transformations
without an explicit time dependence, Equations (5.1.8), and then extend the
results to transformations (5.1.9) and (5.1.10). Also, we shall study first the
behavior of the Lie and symplectic tensors under the transformations con-
sidered, and then extend our findings to the complete analytic equations. We
hope that in this way the reader can see the implications of cach aspect of the
theory.

Let us begin our study by showing that an autonomous Lie tensor Q*¥(a)
and its associated symplectic form Q,,(a) = (| Q| ~1),, preserve their Lie
and symplectic character, respectively, under arbitrary transformations
(5.1.8). In the language of Definition 4.4.1 and Chart 4.2, this important
property can be formulated and proved as follows.

'7 The generalization indicated in Chart 5.6 is sufficient for the inclusion of the trivial trans-
lations t - 1* = t + t,. The generalization we are referring to in the text is that for the maximal
possible functional dependence on R x T*M of the new variables in the old, ie, t' = r(t, 1, p),
Y =r(,r,p),and p = p, 1, p)
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Lemma 5.3.1. All possible smoothness-preserving'® and regular trans-
formations a — d'(a) of the local variables a = (r, p) of a cotangent bundle
T*M are jointly Lie isotopic and symplectic isotopic.

PROOF. Suppese that a rank two tensor (*¥(a) on T*M is regular, in the sense that
det(Q*) %) # 0 (5.3.1)

and Lie, in the sense of verifying integrability conditions (4.1.48), ie.,

O 4+ Q™ =0, (5.3.2a)
BQVT anﬂ aQ]JV .
O QY+ QY =0 (5.3.2b)

Then, under all possible transformations which are regular and of the same continuity
class of O,

2™\
a* — a(a), det(g%)(ge) £0, (5.33)
the transformed tensor
dar _  da®
ooy = L) 2, O = 07(ala)) (534)
da*® on®
is still regular, in view of the properties
D™ v
det(@™) = det[ - det(Q"”)det(aa #0 (53.5)
.a” da”

and it is still Lie, that is, it verifies conditions (3.3.2) in the new coordinate systems,
because of the properties

da™ da”
QY L = Q7 4+ 0 — =0, 5.3.6a
= ( )5r (5.3.60)
v ooy o
g pr Q"EP
@ da”® N G T da”

_ [ea™ 8 (aa"’ da’® +6a"’ 8 [oa" da®
" | 8a® 8a® \Ba’ da® da* da’ \8a? Od°
0d” 9 (0" 00"\ | rupeyys
da® da* \ da? 6a’

Oa’® da™ 8™ Oa” O da’*  Od”" Ba™ da” oQ¥s
da_od 4 oa 9q 0898 Vam B2 _ g, (5.3.6b
(c’iaz da* 6a® ' Oa® 8a’ Ba®  Oa® Oa aaﬁ) aaf ( )

18 With the terms “smoothness preserving™ we express the condition that a class ¥ or
analytic manifoid {Chart L2.1) is transformed into a manifold of the same continuity class.
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which are ensured by their original form (5.3.2) (Problem 5.4). Therefore, all possible
transformations (5.3.3) are Lie-isotopic, that is, the brackets characterized by the tensor
Q¥ remain always Lie, and we write!®

a4 - 6B 904’ da'* o da’® OB

L4 B = 5 % 5 = 5 5 0 30
aA’ tfilid g BB’ ! Ia '
= _6?" (9 (a) pyr =[A4A, B (";.). (5.3.7)

'The proof of the second part foltows from the property that the tensor Q,, associated
with a Lie tensor Q** via the rule

Q) = (@0)! (5.3.8)

is always symplectic (and vice versa). This property therefore persists for the trans-
formed tensor Q'**. Aside from that, suppose that a covariant rank-two tensor £,.(a) on
T*M is regular, in the sense that

det(Q,,)(#) # 0, (5.3.9)

and symplectic, in the sense of verifying conditions (4.1.49), i.e.,
Q.+9,=0 (5.3.10a)
719) 00, 8,

= =0. 5.3.10b
da* da®  da’ ( )
Then, the transformed tensor
éa® _ , da” — ,
Q_:lv(a’) = m Qpn'(a ) @’ Qpn'(a ) = Qpa(a(a ))! (53'11)
is still regular, in view of the properties
, da* da”
det(Q,,) = det(éﬁ)det(gpa)det(aﬁ) # 0, (5.3.12)
and it verifies conditions (5.3.10) in the new reference frame in view of the properties
, , da® da”
Q. +9,= o 2.+ 9, ke 0, (5.3.13a)

oy, o A, [a (Ba" 6a") & (661" 6a")
+ i

da™  Ba*  Bg"  |0a" \da® da” da'* \da'™ da”"

8 {da® E) o
+@ da™ dat) 7"

da” 9a® da* oo 0a° da”
Ba’™ da” da’” da'®

da™ 8a”™ Ga't

da® 8a° da*\ 00,
— | ¥ =, .3.13b
+ 0a’” da'™* aa"’) da” 0 (5:3.136)

'* The symbol [---, --]* indicates brackets different than [---, - --]* although still of Lie
type. (Regall that in our notation the symbol [ - -, - - -] denotes the conventional Poisson brackets,
while the symbol [- - -, - - J* denotes the generalized ones).
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which are ensured by their original form (5.3.10) (Problem 5.4). As a result, all trans-
formations of the class admitted are symplectic-isotopic, that is, the local symplectic
two-forms characterized by the tensor Q,,\, remain locally symplectic,

1

3 a - Qe ') da’*“ Ada® =CQf,  (53.14a)
dQ, = dQ, =0, (5.3.14b)

and this completes the proof. (Q.E.D.)

Q, = 30, ()da” A da* =

The remarkable property expressed by Lemma 5.3.1 is not new. In fact, it
can be considered at the foundation of the cocrdinate-free globalization of
the symplectic geometry.2® The property has been merely expressed here in
local variables. This also illustrates the pedagogical and technical significance
of the local formulation of the theory, prior to passing to abstract, more
advanced geometric approaches.?!

The Lie and symplectic tensors of Lemma 5.3.1 are arbitrary. When they
are the fundamental tensors we have the following particular case.

Corollary 5.3.1a. The fundamental Lie tensor @* and the fundamental
symplectic tensor w,, preserve their Lie and symplectic character, re-
spectively, under all possible transformations (5.3.3).

In this way we reach another important result. Recall from Definition 5.2.1
that canonical transformations not only preserve the Lie character of the
conventional Poisson brackets, but they actvally preserve the value of the
fundamental tensor ", i.e.,

JA dB 84’ éa’* da’® 6B
= —— " = — M

[4, Bl da* da* Oa'® da* @ da” da’®

JA’ JB’

— I
53" ? "

We learn from Corollary 5.3.1a that, while the value of the fundamental
tensor is not preserved, noncanonical transformations preserve in full the
Lic character of the product

aA 4B dA’ da'’? da’” OB
A, B, = — o** o
[4, Blw = 5 @ 7 oa? ot Ba da”

o4’ aB
r_gc,-
6afp ( )6 Irs

= [4, B (5.3.15)

= [A, BTE,. (53.16)

20 A representative list of references in this field is given in footnote 54 of Chart 4.4.

21 Santilli (1978¢) has shown that Lemma 5.3.1 is actually a particular case of the more
general property that Lie-admissible tensors $%(a) or symplectic-admissible tensors §,,(4) on
T*M (Chart 4.7) preserve their Lie-admissible or symplectic-admissible character, respectlvely,
under all pessible transformations of the class considered.
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The geometric counterpart of this algebraic result is immediate. Canonical
transformations (according to Definition 5.2.1) preserve the symplectic
character of the fundamental structure via the preservation of the value of

the tensor ¢,,, and we write

R{ = Ri(a)da" = p,dr* = R}, g - da’” = RPX(a)da"” = pidr™,
(R) = (®0), RP@)=RYald )) 6 5
{RD)= (0, 0) (5.3.17a)
0 0
w, = dRY = %(6 %R)d“,\da—dpk/\dr"

[i¢] i)
= d[R}(a)da"] = (z’zp - g}:f;)da"’ A da'® = dp;, A dr*. (5.3.17b)

We learned from Corollary 5.3.1a that noncanonical transformations do not
preserve the fundamental character of the two-form. Nevertheless, the form
remains fully symplectic, and actually acquires the most general possible (but
still exact, local, and autonomous) structure, i.e.,

i
R$ = R%a)da" = pydr* = R} gam da® = Ri(a)da® # pidr',
Ry(a") = Ry(ala )) 6 = 7 RA(a), (5.3.18a)
1/8R? ORY
w, = d[R}a)da"] = 5( 7 2 )da“ A da’

— d[RAa)a"] = (gf,p g?,g)da"’ A da® = @, (53.18b)

The notion of Lie isotopy was introduced in Chart 5.2 to express any
invertible modification of a given Lie product which preserves its Lie char-
acter. We have learned here that all possible modifications characterized by
(regular) transformations of the variables are always isotopic. The notion has
then been extended to that of {regular) symplectic isotopy as a geometric
counterpart, with the understanding that the notion is a local realization of a
corresponding global property of the symplectic geometry. The deep inter-
relation between algebraic property (5.3.16) and the geometrlc one (5.3.18) is
remarkable.

Once the transformation properties of the algebraic or geometric tensors
have been identified, the extension of the results to the analytic equations is
straightforward. In this way we reach the following transformation rule of
nonautonomous Hamilton's equations into the semi-autonomous Birkhoff's
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equations (Definition 5.2.1) under noncanonical, contemporaneous transforma-
tions without time dependence:

tot'=t, at — a'*(a), (5.3.192)
., OH(t a)
[w.uva’ - aau ]SA
_{[2R%a oR%a)],, &H(t a)
= {[ 2" — e a — W “ (5.3.19b)
_ fjéa”® [ 2R (a) _ dR,(a)] ... _ dB'(t, a") -0
RS da’? 3 |* a®  fsafnsa
da”
®R) =0, Ry@)= (5 R2)<a'), (53.190)
B(t,a") = H(t, ala")). (5.3.194)

Equivalently, we can write the following transformation rule of Hamilton’s
principle into Pfaff’s principle under the same class of transformations??

ot = 5 [ dtlpur* ~ H(, E
—5 f “IROa)da* — H(t, a)di1(Ey)
-5 [ [Rﬂ(a(a')) e aar — H, a(a'))dt}(ﬁz))

2
= ‘(@)da’® — B'(t, a)dt}(Ep) = 0.
5 [ [Ry(@)ia” ~ Be ararl(E) 5320
The transformation rule of Birkhoff’s equations is then a trivial conse-
quence, and it is given by rule (5.3.19) via only the replacement of the canon-
ical functions (R%) = (p, 0) in Equations (5.3.19b) with arbitrary functions
R, = R,(a). In this way we reach the following important result.

Lemma 5.3.2. The semiautoromous Birkhoff’s equations preserve their
structure®® under all possible smoothness-preserving and regular trans-
Jformations of the local variables a = (r, p) — a'(a) = ('(r, p), p'(x, P)).

To express the result in different terms, we can say that, while Hamiltonian
Mechanics demands the restriction of the transformation theory to certain

22 Note that the integrand of the action in Equations (5.3.20) transforms identically, without
the appearance of the Jacobian 8a'#/da* as in Equations (5.3.19). The equivalence of the two
approaches is established by the property da’ = (8a'?/da")da"

23 It should be stressed here that the transformations under consideration are not symmetries
of Birkhoff’s equations. We therefore have a preservation of the *structure™ of the equations, but
we do not have their “form invariance.” This latter problem will be studied in the next chapter.
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special classes of transformations to preserve its structure (the canonical and
canonoid transformations), the transition to the covering** Birkhoffian Mech-
anics implies the removal of all restrictions on transformations for the preserva-
tion of its structure, except conventional smoothness and regularity restrictions.

We shall soon discover that this important property is actually a particular
case of a general property on R x T*M with rather intriguing character-
istics, particularly from the viewpoint of the relativity which is applicable in
Newtonian mechanics for unrestricted dynamic conditions, First, however,
a study of the intermediary step of the contemporaneous, explicitly time-
dependent transformations (5.1.9) is recommended.

It is easy to see that Lemma 5.3.1 also applies for transformations (5.1.9),
apart from delicate topological aspects due to the explicit time dependence
which can be handled, e.g., via the parametric approach to symplectic forms
of Chart 4.6. For instance, a general symplectic tensor transforms according
to the rule

aR (s @) IRt )

Ot &) = 229 0, a)
_ oa® (6R, OR,\da° ORYs, a’) OR{t, a)

= a (w B aaa) = aar | aar o O3

Rit,a) = ( )(z a’), (5.3.21b)

where the upper bar indicates computation in the new variables. In particular,
when the original tensor is time-independent, it generaily acquires such a
dependence under the transformations admitted, while preserving its exact
symplectic character.

The transition to the analytic equations is trivial. In this way we reach the
following transformation rule of Hamilton’s equations into the non-autonomous
Birkhoff’s equations via noncanonical, time-dependent, contemporaneous
transformations:

t-t' =1, at = a™(t, a) (5.3.22a)
R%a) B dRY(a) P SH(t, a)
da* oa* da*  {sa
__jea” {1 aR s, a) IR, a) aB'(t, a) + R (t, a')
| da® da'® da’® da’* at sa | nsa
=0, (53.22b)

* The terms covering mechanies or theory are intended to express the generalization of an old
theory into a new one under the conditions: (a) the new theory refers to a class of physical systems
and dynamical conditions more general than those for which the old theory was conceived;
(b) the new theory is based on a suitable generalization of the methods of the old theory; and,
last, but not least, (c) the new theory recovers the old one identically when the physical systems
considered are restricted to those of the old class. The Birkhoffian Mechanics verifies all these
conditions with respect to the Hamiltonian Mechanics and thus is a covering of the latter.
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0 1ta) = (2L RoV, 53.22
(Ru) = (Pa 0): Rp(t! a) - W Ru (ts a )= ( o C)

B, d) = (H - ai R )(z a). (5.3.22d)

with a corresponding transformation of the variational principle.
The transformation rule of the nonautonomous Birkhoff’s equations under
the same transformations is then given by

{[6Rv(t, a) B8Rt a)]dv N [6B(t, @) . OR(t, a)]}
SA

da* da” oa* ot
_ fea" [[oRie @) _ Rt )], _ [0B @), ORi(t )
- da”" da’®? 5a"’ da’® 3t SA JNSA
=0, (53.23a)
r r aaa r
Rp(t, a) = m Ra (I', a ), (5323]3)
’ I a ]
B'(t,a) = (B )(t a’). (5.3.23c)

The implications of an explicit time dependence in the symplectic structure
have been indicated in Section 4.2 and Charts 4.2 and 4.6. Methods for
eliminating this dependence without altering the underlying dynamics have
been identified in Section 4.5. Note, however, that even when the original
symplectic structure in Birkhoff’s equations does not depend explicitly on
time, the corresponding structure under rule (5.3.23) generaily acquires such
a dependence. In order to prevent problematic aspects such as those of Chart
4.1 (lack of algebraic structure of the time evolution), the explicit time
dependence in the transformed symplectic structure can be eliminated by
again using the methods of Section 4.5.

Recall that structure (5.3.21) is invariant under the Birkhoffian gauge

aG'(t, a")

Ri(t,a)— R}:(t, a) =Ryt a) — T (5.3.2da)
B,(t,a) - BY(t,a) = B(t,a") + 6‘_6_((;7,3_)' (5.3.24b)
Under the conditions
Q; 62 ’ t, r 2o
J v _ R a)_aR(t a)EO, (5.3.25)

at ot da™* ot oa™
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an (analytic) function 4'(t, @') always exists such that

R,  BA'(t, a)
S = g (5.3.26)

The formal solution of gauge G'(¢, a') to verify condition (5.3.25) is then given
byzs
4
G'(t, o) = JdrA’(t, a’d. (5.3.27)
0

In this way we reach the following transformation rule of semi-autonomous
Birkhoff’s equations into semi-autonomous forms under noncanonical, con-
temporaneous, time-dependent transformations:

t—-1 =1, a* - a'™(t, a), (5.3.28a)
dR (a) _ OR (a) & dB(t, a)
da* oa’ da*  sa
da” ([8RYa) 3R}@) OB, a)
— — e — = 5.3.
{aaﬂ {[ da’? aa’® 4 da’? SA JNSA O, ( 3 28b)
’ I , aG’(t! a’) ? ’ aaa r
Ri@) = Rt a) - =28 Rit,a) = (W Rz)(t, &), (53.280)
B¢, a) = B, a) - 0D piay=(B-22CR )0 a
ot ot
(5.3.28d)
T 04'(t,a’) 6R,
G (t, a) = J-OdTA (1'.', a ), W == ET (53283)

We switch now to the study of Hamiiton’s and Birkhoff’s equations under
the most general possible transformations, those of type (5.1.10). The study
can be essentially carried out via the generalization of the symplectic frame-
work of Lemma 5.3.1 into the broader contact geometric setting.

Lemma 35.3.3. All possible smoothness preserving and regular trans-
Jformations

@) =, a) = (@"(@) = (¢(t, a), d'(t, @)
= (tf(ts I, p)s l"(l', I, P)’ p’(ts L, p))
p=0,12...,2n (5.3.29)

25 Sarlet and Cantrijn (1978a).
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of the local variables of the (2n + 1)-dimensional manifold R x T*M are
contact isotepic, that is, a contact two-ﬁ;nr'm:“5

Q, =10, @da" A d&,  rank(Q,,) = 2n, (5.3.30a)

seuay =0, (5.3.30b)

MHyM2

Y

guunaws Bl _ o (5.3.30¢)

Vivava aana

#3 V, Juls #23 .|u39 vl: Vz: V3 = 0: 1: 2: Ty 2”9
preserves its contact character under all tmnsformations of the class admitted,

N 160,

0, = 30, (@)ya* A do® = ”(d) dc‘z"’ A da’

2687 a*'"

E L0 (@)da? A dae =0,  rank(®,,) = 21, (533la)
ooy =0, (5.3.31b)

ooy Dimn _ o (5.331¢)

F19203 a«wp;

PROOF. Preservation of the maximal rank is ensured by the regularity of the trans-
formations, while the preservation of properties (5.3.30b) and (5.3.30¢) ¢an be proved
via the same argument as that for Lemma 5.3.1. (Q.E.D.)

Lemma 5.3.3 provides the desired rules for the transformation of Birkhoff’s
equations, as well as of Hamilton’s into Birkhoff’s equations, under the
desired most general possible transformations. However, in order to avoid
insidious technical and conceptual aspects, it is important first to identify
the “new time,” that is, the variable which corresponds to ¢ under transforma-
tions (5.3.29).

Recall that contact two-form (5.3.30a) has the matrix structure

000 Q()l QDZn
@) =[] Qo O -+ D, (53.32)
Q2n0 Q.an e OZnZn

where the (2# x 2n)-matrix (- - -) is symplectic and, as such, carries the maxi-
mal rank 2n. In particular, time is the variable associated with the diagonal
element whose comatrix has maximal rank. For the case of structure (5.3.32),
time is the variable 4°,

Now, a symplectic structure remains nondegenerate under regular trans-
formations in 2r-dimensions, but this is no longer necessarily the case when

26 The generahzed Kronecker’s symbols were introduced in Section 1.1.2, and are reviewed
(in part) via Equations (4.1.55).
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the transformations are in (2#n + 1) dimension. Thus the new matrix
(Q,,(t', a"))y under transformations (5.3.29) is generally degenerate. In fact, the
only regularity property ensured is that of the preservation of the maximal
rank 2r, but there is no guarantee that this rank is necessarily preserved in
the image of the original (2n x 2n) matrix. It then foliows that the new two-
form (5.3.31a}) has the structure

(000 ) Qo, ( %n)

(ﬁ;ﬂ’) = A;&O Tt O,uu et A;;Zn 3 (5333)

(A’ZMO t ) AIZn_u ( -t 02n2n)

where the new symplectic substructure is given by the four matrices (---).
If we preserve the original definition of time, for consistency, we reach the
following property.’

Corollary 5.3.3a. The new time under transformations (5.3.29) can be any
component &* of the new variables, where p can assume any one of the
values 0,1, 2, ..., 2n.

The relevance of the result for the problem of relativity in Newtonian
mechanics is self-evident and will be elaborated upon in Chapter 6. At this
point we mention only that Corollary 5.3.3a identifies a form of equivalence
of space and time variables which until now has been considered only within
the context of the special relativity. In fact, the corollary establishes that, when
one considers

. (a) the most general possible dynamic equations on R x T*M,
(b) the most general possible analytic equations, and
(c) the most general possible transformations,

the equivalence between space and time occur also in a purely Newtonian
setting, although according to a structure considerably more complex than
that of the special relativity.

Consider now an exact contact structure, in which case we can write2®

Q, = dR, = d(R (&)da")
_1 (ﬁﬁv(a) _OR,(d)

=5 (% o )dﬁ" A e (5.3.34)

27 We imply here the use of dimensionless variables. When this is not the case, a2 dimensional
scaling factor must be taken into account.

28 Agstudied in Volume I and as reviewed in Section 4,1, two-form (5.3.20a) is an exact contact
form whenever integrability conditions (5.3.30b) and (5.3.30¢) hold in a star-shaped region of
the variables.



Transformation Theory of Birkhoff’s Equations 137

The following property then holds.

Corollary 5.3.3b. The transformation rule of a Pfaffian actionon R x T*M
under the most general possible transformations is given, in unified notation
a, by

R (de* = R(@)da, (5.3.352)

Rya) = ( " aA,,,,)(“) (5.3.35b)

wae=1012,...,2n
or, in disjoint notation & = (t, a), by
| R,(t, a)da* — B(t, a)dt

da* ot

8 o2
- [(B 5:7)(;', ) — (R# F‘;,)(z', a’)]dt’

def

% RYY, a)a”® — B, a)dt’
pme=1,2.. 2 (5.3.36)

where the time variable in the new coordinate system is the element &'*
according to Corollary 5.3.3a, and the new Birkhoffian is the corresponding
element R’( ad.

The last part of the corollary has been presented to stress the fact that
familiar symbols such as ¢', H', B', even though mathematically well-defined,
do not necessarily carry their familiarly expected physical meaning,

To make the point more precise, let us consider the transformation of
Birkhoff’s equations. The following property is a trivial consequence of
Lemma 5.3.3.

Corollary 5.3.3c. The transformation rule of Birkhoff’s equations under
the most general possible transformations on R x T*M is given, in unified
notation (4.2.23), by?°

& = &), (5.3.37a)
O v oa’r ' 1} ro
Q,(da” = W Q (@Ndae =0, (5.3.37b)
oy 2
o’(a) a:p va(a( )) o ? (5.3.370)

mv,p,0=012...,2n

2% The treatment here is in terms of differentials d&'®, rather than derivatives da*fde, for two
reasons. First of all, ¢ is not necessarily the “new time,” as indicated earlier. Secondly, the
approach permits a better focusing of the fact that, for noncontemporaneous transformations,
the integrands of action functionals transform as densities, rather than scalars.
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or, in disjoint notation (t, a), by

9B + R, da’
da’ ot

(@,.,(8)de") = =0, (53.38%
“ or, RN, )
oa* oa® é da* Ot
B 3R\, .,
O (a)dae (E_ t )da 0, (5.3.38h)
@, (@)da) = ow, oy (o oy |7
2a®  aa° )™ da® ' ar
oa* ot
R\, a) = (R# 5 BW)(:', a), (5.3.38¢c)
Fpat N at aau LI
B{t,a) = (B P R, 5 )(t , ), (5.3.38d)

wvy,p,o=12,...,2n,

where the new time and Birkhoffian are given by the elements &'* and R;,,
respectively, whose comatrix in two-form (5.3.33) has rank 2n.

The last statement can be proved as follows. Recall from Section 4.2 that
the first term in Equations (5.3.38a) is identically null along all possible paths
(which are not necessary solutions of the equations) owing, first of all, to
the existence of the inverse

dR; R,

[ —
@ (’ da*  daf

and, secondly, to the trivial identitics

9B  OR,\,, (3B  3R)\..[0B R} _
(@Jr = )da = ( = )Q (6a“+ = )dt=0. (5.3.40)

The point is that the first term in the new equations (5.3.38b) is not necessarily
identically null along all possible paths because of the lack of necessary
existence of the inverse of the transformed matrix (£,,(¢, @)). Out of the
(2n + 1) terms of Equations (5.3.38b), the only term which verifies properties
corresponding to (5.3.40) is therefore that whose complement in two-form
(5.3.33) has rank 2n. This identically null term will consist of a sum of terms
ind@®, da’t, ..., dd"" less only one term, say that in dd™ for one given (fixed)
pt. The new time is then &% and the new Birkhoffian is R)(', a').>°

_l)w (5.3.39)

30 Note that, despite a contrary appearance, all the (2n + 1) equations of the column (5.3.38b)
have the same number of terms 2n, trivially, because of the antisymmetry of Birkhofi’s tensor. As
a result, Equations (5.3.38b) are fully “symmetric” in all variables & = (; o) = (¢, ¥, p'), and
this symmetry is at the origin of the arbitrariness of the new time.
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This confirms that the new variable £'(, r, p) is not necessarily the new time.
This is remarkable on relativity grounds for a number of reasons. As we
shall see more clearly in the next chapter, Birkhoff’s equation arc generally
form non-invariant under Galilei transformations (this is also a general
property of Newton’s equations of motion (Chart 4.12)). Their form invariance
therefore calls for the identification of more general symmetries which must
be a subclass of transformations (5.3.38). Now, dependences of the type
£(t, 1, p) (= t"(t, r, £)) are typical of the special relativity, but not of Galilean
relativity (for which ¢’ = ¢ + t,). Their occurrence in Newtonian mechanics
is therefore new. Second, in both the Galilean (and the special) relativity,
the new time is simply the image ¢’ of t as characterized by the transformations
orly. In the covering Birkhoffian Mechanics, the new time is characterized
by both the transformations and the underlying dynamics, that is, the
R-functions, and this is an additional novel feature. Last but not least, Equa-
tions (5.3.38b) are fully symmetric in all variables & = (¢, v, p’), and this is
also remarkably new in Newtonian mechanics.

- Lemma 5.3.3 clearly contains the transformation rule of Hamilton’s
equations which is given below for the reader’s convenience.

Corollary 5.3.3d. Under the most general possible transformations on
R x T*M, Hamiltow’s equations transform into Birkhoff’s equations with
the indicated prescription for the identification of the new time and Birk-
hoffian, and we write

- da*
(6,,dd") = oa
" , OH
wm,da - é-a—'ud
6H  0H
o W o—dt
da® da* (Bfl“ & @)
== == A a°
dRY @R} i a—Hdz Y )
o o2’ )" T o
o ot OB | 3R\, ..
ot 8a” 0 (aa"’ )d 0
N oatoa [\ for, or) . fom orN |
0% o (Ba"’ o )d - ( o )dt
(5.3.41)

where B' and R, are given by Equations (5.3.38¢) and (5.3.38d), respectively.

The property above is also remarkable inasmuch it does not admit a
Lagrangian counterpart in the following sense. Whether Hamiltonian or
Pfaffian, first-order action principles on R x T*M remain first-order under
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the most general possible transformations. On the contrary, first-order
Lagrangian principles on R x TM do not preserve their first-order character
under the most general possible transformations. In fact, the transformations
are velocity-dependent and, as such, transform first-order Lagrangians
(second-order Lagrange’s equations) into second-order Lagrangians (third-
order Lagrange’s equations®').

The property expressed by Corollary 5.3.3d also indicates the (rather
unpredictable) fact that Hamilton’s equations preserve their analytic,
algebraic, and geometric characters under the most general possible trans-
formations.32 This aspect can be made mode precise by noting that Equations
(5.3.30b) and (5.3.30¢) are the conditions of variational self-adjointness for
first-order systems.>* Lemma 5.3.3 therefore expresses the preservation of
the variational self-adjointness under arbitrary transformations of the class
considered. By keeping in mind the analytic, algebraic, and geometric
meaning of the conditions of self-adjointness, we have the following

property.

Corollary 5.3.3e. All possible transformations on R x T*M are self-
adjoint isotopic when the transformed system is that defined without the
Jacobian, i.e.,

L oar .
(O d8p = =z (45 = 0. (5.3.42)

As a consequence, Hamiltow's and Birkhoff”s equations preserve their
derivability from a variational principle, and their Lie algebraic character
and contact geometric structure under the most general possible trans-
Jformations.

The frame independence of the analytic/algebraic/geometric character-
istics then turns out to be at the basis of the coordinate-{ree globalization of
the contact geometry, as presented in the specialized literature on this
topic.2®

Notice that the transformations of the equations of motion according to
Corollary 5.3.3e preserve the self-adjointness, as well as the non-self-adjoint-
ness. Thus they are not intended for the Inverse Birkhoffian/Hamiltonian
Problem, which demands the use of self-adjointness-inducing transforma-
tions.. These latter transformations are readily given by a subclass of the
transformations inclusive of the Jacobian, ie.,

(Con(@)d)nsn = (Ch(@)dA )4

aap AI AL s
= [maw (Chol@)da )NSA] = (. (5.3.43)
a SA

31 See, in this respect, Equations (4.2.35).

3% A moment of refiection on the unified notation & is important here. In fact, the intuirion of
this result in the disjoint variables ¢, r, and p (let alone its proof) would be virtually impossible.

33 See Section 4.1 for a review of the studies of Volume I on the topic.
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These transformations, in particular, turn out to be “universal” in the sense
that, given a system in the #-variables which is not Hamiltonian, transforma-
tions & — &'(8) always exist under which the transformed system defined via
the inclusion of the Jacobian is Hamiltonian (see the Section 6.2.).

We pass-now to the study of the property that the canonical transformation
theory admits a comsistent step-by-step generalization of Birkhoffian type.
It should be indicated that the property has been studied in local coordinates
either implicitly or explicitly by a number of authors, such as De Donder
(1927), Lee (1945), Pauli (1953), Martin {1959), Hughes (1961), Cartan
(1971), Sudarshan and Mukunda (1974), Santilli (1978c), Sarlet and Cantrijn
(1978a,b), Kobussen (1979), and others. From a global viewpoint, the
property can be studied via the transformation theory on a contact mani-
fold.2?

For this purpose, it is recommended that we reinspect the notion of
canonical transformations within the context of the preceding analysis and
return to the study of autonomous systems under contemporaneous trans-
formations without an explicit dependence on time.

Definition 5.3.1.3* Transformations a — a'(¢) of the local variables of
T*M are canonical when they are Lie identity isotopic with respect to the
fundamental Lie tensor w** or, equivalently, when they are symplectic identity
isotopic with respect to the fundamental symplectic tensor ,,.

As is now familiar (see the remarks regarding Equation (5.3.15)), the
canonical transformations according to Definition 5.2.1 not only preserve
the Lie algebra (Lie isotopy), but actually preserve the value of the funda-
mental brackets; that is, they preserve identically the realization of the Lie
algebra product. These properties are expressed by Definition 5.3.1 via the
notion of “Lie identity isotopy.” A fully equivalent situation exists for the
case of the “symplectic identity isotopy.”

Once these algebraic or geometric aspects have been understood, their
generalization to the Birkhoffian case is straightforward.

Definition 5.3.2.3* A generalized canonical transformation is a Lie identity
isotopic transformation of the contravariant Birkhoff’s tensor Q* or, equiva-
lently, a symplectic identity isotopic transformation of the covariant tensor

v -
Explicitly, this definition implies the transformation rule
oa'* da’”
[ *
oa® ¥*(a(@)) da’®

as a natural generalization of rule (5.2.2), with the understanding that the Lie
isotopy is always ensured by Lemma 5.3.1 and that the Lie identity isotopy

Q" (a) - "™(a) = = O"(d) (5.3.44)

34 Santilli (Joe. cit.).
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is obtained via the condition Q" = Q"". Thus generalized canonical trans-
formations are a-subclass of all possible transformations on T*M. Also, a
canonical transformation is not necessarily a generalized one, and vice versa.
This is clearly the result of the fact that the Lie identity isotopy is obtained via
conditions (5.3.44) for the former, and different conditions Q** = w** for
the latter.

The transformation rule of the covariant, semi-autonomous, Birkhoff’s
equations under symplectic identity isotopic transformations is therefore
given by the following particular case of rule (5.3.2)

t—=t'=t, a* — a*(a), (5.3.45a)
oR(a} ORJ(a)|,, ©&B(t a)
o e N sA
_ Joa” [[éR, () ORfa)|., 9B a) _
e ) o o
R,(a) » Ry(a) = (% Ra)(a') = R (a), (5.3.45¢c)
B(t, a) » B'(t, a’) = B(, d'(a)). (5.3.45d)

In this way we see that the notion of symplectic (and Lie) identity isotopy
can be reduced to that of the preservation of the functional dependence of
the primitive one-form, i.e., to the following particular case of rule (5.3.35)

o)
R, = R(a)da" = R (a(a") g;im da" = Ra)da"™. (5.3.46)
However, at the level of these one-forms, the notion is always defined up to
Birkhoffian gauges. Clearly, the notion of generalized canonical transforma-
tions is a covering of that of conventional canonical transformations, in the
sense that all conditions of footnote 24 are verified.

As indicated in the general assumptions of Section 5.1, all transformations
are considered in a given region of the variables. It can be proved that the
topological properties of these regions are preserved from the general
smoothness and regularity conditions assumed in this work. However, the
“range” of the new and old regions may be different, by therefore creating
problematic aspects for the construction of realizations of Lie groups via
both conventional and generalized canonical transformations. This situation
suggests the following refinement of Definition 5.3.2.

Definition5.3.3.>°> A transformation a — a'(a) of the local variables of
T*M which is analytic and regular in a region 2 is called strictly Lie identity

35 Sarlet and Cantrijn (oc. cit.).
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isotopic with respect to Birkhoff’s tensor Q*(a) when Lie identity isotopy
(5.3.44) holds and, in addition, the range of the old variables and its image
under the transformations coincide, # = &',

The condition of preservation of the range here essentially refers to the
condition that the numerical values admitted by the old and new variables
coincide. For additional studies, we refer the interested reader to the work of
Sarlet and Cantrijn.?®

The extension of the results to the case of contemporaneous transforma-
tions with an explicit time dependence is straightforward and will be tacitly
assumed from this point on,

We move now to the study of the integrability conditions for the existence
of generalized canonical transformations.

Proposition 5.3.1.>% A necessary and sufficient condition for a con-
temporaneous, time-dependent transformation t > t' = t, a = a'(t, a) to be
a Lie identity isotopic transformation with respect to Birkhoff’s tensor
'z, a) is that a smoothness-preserving function F(t, a) exists such that

o . OF(, a)
R#(t, a) = R_“(I, a) + W (5347)
Jor all points of the region of definition.
PROOF. By recalling the Birkhoffian gauges, Condition (5.3.47) implies that
0 8
e (R @) — Ry(t,a)] — e (Rt a) — Rft,a)] = 0. (5.3.48)
Thus the one-form

0y = [Ry(t, @) — R(t, ¢')])da’™* (5.3.49)

is a closed parametric one-form (Chart 4.6), therefore implying Equations (5.3.47). The
necessity of the conditions then follows from the exact character of the Birkhoffian
two-forms, while the sufficiency is trivially proved from the same character. ((Q.E.D.)

The particularization of Proposition 5.3.1 to the case of canonical trans-
formations is instructive (Problem 5.5). Notice that conditions (5.3.47) do
not characterize the function F uniquely.

We move now to the study of the methods for the construction of general-
ized canonical transformations, via a step-by-step generalization of those
for conventional canonical transformations. This also serves the purpose of
illustrating the fact that Hamiltonian Mechanics admits a consistent covering
of Birkhoffian type.

Let us begin by reformulating the definition of generalized canonical
transformations via a variational principle. The following generalization of
Weiss’s (or Holder’s) principle for Birkhoff’s equations

5 f "R, a)da — B, ) 1(Ey)
= (EPCYY = |R(t, a)da" — B(t, a)dt | (Ey), (5.3.50)



144 Transformation Theory of Birkhoff’s Equations

can be proved via a straightforward application of Equations (I.1.3.39)
page 1.43 (with the identification ¢ = a). Principle (5.3.50) is remarkable
inasmuch it shows that the total differential of Birkhoff’s action is equal to
the integrand computed at end points. In turn, this property is relevant for a
number of applications, e.g., the construction of the Hamilton—-Jacobi
Theory for Birkhoff’s equations, the problem of symmetries and first integrals,
etc.

We now call a contemporancous transformation a — a'(t, a) identity
isotopic with respect to Birkhoff’s equations when principle (5.3.50) holds
in the new coordinates without altering the functional dependence of the
R functions, i.e.,

t2
5 f [R(t, @)da® — B, a)de)(Eo) = |R(t, a)0a™ — B(t, a)dt]3(Ey).
; (53.51)

This latter condition is clearly essential in achieving the identity isotopy.>®

As for the canonical case, the difference between the integrands of principles
(5.3.50) and (5.3.51) is not identically null, but can at most be equal to the total
differential of a function F(t, a, @'). Thus we reach the following fundamental
identity for the construction of generalized canonical transformations
(6= d)

Rt a)da* — R,(t, a)da* — B(t, a)dt + B(t, @)dt = dF(t, a, &), (5.3.52)

which is clearly a direct generalization of Equations (5.2.14). Indeed, identity
(5.3.52) is expressed in terms of Birkhoff functions, while it trivially recovers
the canonical identity (5.2.14) for R = (p, 0).

The function F of Equation (5.3.52) can thus be called the generating
function of the generalized canonical transformations. This function, in
particular, can be a function of any 2n-dimensional subset of the variables
(a, a') and time. Assume first that F = F(z, @’). Then identity (5.3.52) can be
explicitly written

oa* oa* 6F oF
"o g J . i -
R“a ,#da R,da (B+B + R, 5 )dt cdat + % dt,
(5.3.53)
yielding the transformation laws
da® oF
‘ = e L _
R, =Ry =R+, (5-3-533)
oF oa”
= il e 5.3.54b
B =B+ T R, ( )

36 As was the case.for conventional canonical transformations, we expect the existence of
transformations which are generalized canonical in the sense of preserving variational principle
(5.3.50), but not in the sense of a Lie identity isotopy (5.3.44). This aspect is left to the interested
reader (Problem 5.6).
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In this way we recover Equations (5.3.47). In particular, we see that relations
(5.3.54) are a generalization of the case F = F5 of the canonical trans-
formations (Equations (5.2.24)).

Note that, besides case (5.3.47), there are numerous other possible cases,
depending on the selected 2n-dimensional subset of the variables (g, @).3”

For the reader’s convenience, as well as for further needs, we compute
here tl:e case of F = F,(t, g, q'). Identity (5.3.52) in this case is, for R =
(Rk’ R ):

Ry dg* +R"(ap"d i, om

+H apk
" dg’ + — dt)

;
— R dg™* — R"(p"a’ +6p"d'=+ p"dt)—Ba't+B’dt

dg* aq" d
_OF F
=2 gFridq”%a L,
R=R({, ¢, p) (5.3.55)
yielding the transformation laws
0P _ 5 0P | OF
R, +R K™ W‘l’ (5.3.56a)
op} . 0p;  OF,
i b — 5.3.
R, +R %4 =R 3" 3" (5.3.56b)
OF ap; ap;
S - LI - k£ 5.3.56
B=B+—--R—" 5 ( c)

which are indeed a generalization of rules (5.2.16) for the Hamiltonian case.
In particular, the latter rules are recovered identically for R = (p, 0), that is,
for the Hamiltonian subcase. The generalization of the other Hamiltonian
cases F,, Fy, Fy, and Fg4 is then straightforward, and it is left here to the
interested reader, along with the study of other aspects (Problem 5.7).

Note that the generating functions of canonical and generalized canonical
transformations may coincide. Nevertheless, the corresponding transforma-
tions are different.

This completes our study of the Birkhoffian generalization of the canonical
transformation theory. We shift now to the generalization of the theory of
canonoid transformations of the reduced type, which permits a Hamiltonian
image of the isotopic transformations of a Lagrangian (Section A.2).

37 All these dependences, hpwever, can be reduced to the o’ dependence through a generaliza-
tion of the Legendre transform of the canonical case. This reduction has been assumed in Propo-
sition 5.3.1.
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Propoesition 5.3.2. The phase space image of the isotopic transformations
of a Lagrangian, L(g, §) — L*(q, §), given by the reduced canonoid trans-
Sformations

., 0H vy OH®
0, d" — P 0 - ,,d*" — P 0, (5.3.57a)

{a"} = {a**} = {¢" p*(q, )},  HMa*) # H(a), (5.3.57b)

verfies the chain rule

@, ¥ — oH™
#v 0a** |sa )
_ féa [(3R® R"\., OB
TV [\ae? T 3 ° T 3 |su fisa
da* oH
Wl w,,8° — — =0, 5.3.58
{8 e |: ( 5a”)sA]SA}NSA ( )

Jor some matrix (h}) of isotopic functions with respect to H.

Proor. A reduced canonoid transformation a — a* (which is not the identity) is
noncanonical, as is its inverse ¢* — a. Thus Hamilton’s equations transform into
Birkhoff’s equations under the inverse transformation, according to general rule
(5.3.19). This proves the first step of rule (5.3.58), but the systems admit 2 Hamiltonian
representation H(e) by assumption. The second step of rule (5.3.58) then follows from
the seli-adjointness of Birkhoff’s equations. The matrix (k) is'then necessarily isotopic
with respect to H. (Q.E.D.)

The proposition establishes a rather natural emergence of Birkhoff’s
equations via the degrees of freedom of a Lagrangian induced by the in-
tegrability conditions for its existence. In turn, this has rather intriguing
implications. In essence, Proposition 5.3.2 establishes that, under the
integrability conditions for the existence of isotopically mapped Lagrangians,
the same system can be represented with both, Hamilton’s and Birkhoff’s
equations in the same local variables. This means that the acting forces are
such to allow the following redefinitions at a fixed point of the a space

w* gH = O"(a ) a -, (5.3.59a)
H(a) +# B(a). (5.3.59b)

In turn, this implies the lack of uniqueness of the time evolution law and
related brackets, in the sense that, whenever a Lagrangian L{g, §) admits an
isotopicimage L*(g,4), the timeevolutionlaw admits the dual characterization

64 oH
— " v = I:A:» H](a):
Ay = FA 0 0a (5.3.60
@ =gt =1" 3,60
Qa )4— LA, Blf-

aﬂ
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Figure 5.1.  Construction of the Birkhoffian Mechanics via the transformation of the
Hamiltonian Mechanics. This figure schematically represents the main idea of this
chapter: that virtually all aspects of Birkhoffian Mechanics can be constructed via
noncanonical transformations of the corresponding aspects of Hamiltonian Mechanics.
The application of the rule begins with the birth of Birkhoff’s equations, as schematically
represented above. The rule then applies for the construction of the transformation
theory of the new mechanics, as shown in Section 5.3. The rule will also apply for the
construction of other aspects of the new mechanics, such as the generalization of the
Hamilton-Jacobi theory, as we shall see in the next chapter, This rule should be kept in
mind because it can be of considerable guidance in the construction of other aspects of
Birkhoffian Mechanics, such as the generalization of the canonical perturbation theory.
Particularly significative is the aspect established by the transformation theory that
Birkhoffian Mechanics is the most general possible mechanics that can be constructed
from Hamiltonian Mechanics via the transformation theory. In fact, Birkhoff’s equations
preserve their structure under the most general possible transformations (Lemma 5.3.1).
The point serves also to illustrate the fact that the Birkhoff-admissible equations and
related mechanics {Chart 4.7) are truly novel in the sense that they cannot be constructed
from Birkheff’s equations via the transformation theory. This is a sign indicating the
existence of new mathematical tools needed in the transition from Rirkhoff’s to Birkhofl-
admissible equations. These tools have been interpreted in this volume as being of Lie-
admissible genotopic type. It should be indicated here that the idea schematically
expressed in this figure has implications far beyond Newtonian Mechanics. In fact, the
idea is currently being applied to the construction of generalizations of other branches
of physics, such as Statistical Mechanics and Atomic Mechanics, into forms compatible
with the Birkhoffian Mechanics. For a review of these latter studies, see Santilli (1982).
For a general treatment see the Proceedings of the First International Conference on
Nonpotential Interactions and their Lie-admissible Treatment (1982), For an indication
of the main ideas, see the charts of the next chapter.
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Redefinition (5.3.60} then implies the transition
[4, H] — [4, BIG » (5.3.61)

which is precisely a Newtonian realization of the Lie isotopy of Chart 4.2—this
time, within a fixed system of local variables.

Thus we confirm that, beside the general case of Lie isotopy under arbi-
trary transformations (Lemma 5.3.1), there is also a particular type of Lie
isotopy of the brackets of the time evolution law within a fixed system of
Iocal variables.

This situation has rather intriguing algebraic as well as group theoretical
implications for Lie’s theory, to be indicated in the charts of this chapter.
At this point we simply remark that, a classical realization of the generators
does not imply a unique Lic algebra, trivially, because the same generators
can be equipped with different Lie products in the same space of the iocal
variables. We therefore expect the possibility of characterizing non-iso-
morphic Lie algebras via the same generators and the use of different Lie
products. As we shall see, this occurrence is an application of the isotopic
generalization of Lie’s theory and has a particular meaning within the con-
text of symmetries and first integrals.

Chart 5.1 Need to Generalize the Contemporary Formulation of Lie’s
Theory

The terms “Lie's theory”” are referred today to an articulated body of
sophisticated mathematical tools encompassing several diversified dis-
ciplines. Whether in functional analysis or in the theory of linear operators,
the structure of the contemporary formulation of Lie's theory can be
reduced to the following three parts

Universal enveloping

/ associative algebras o \

Lie _ Lie
algebras G groups G

As duly emphasized in the mathematical literature (see, for instance,
Jacobson (1962), Dixmier (1977), and others), a truly fundamental part
of Lie's theory is the enveloping algebra /. In fact, algebra & provides a
symbiotic characterization of both the Lie algebras and the Lie groups.
This is due to the fact that the basis of & (which is constructed via the
Poincaré—Birkhoff—Witt Theorem, to be reviewed in the next chart) is
given by an infinite number of suitable polynomial powers of the gener-
ators X, of G such as

AN e X XX <) XXX (G<[<k) (1)
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where the products X, X etc., are associative. It then follows that the Lie
algebra G

G: [X;, X1 = XX, - X,X, = CEX,. (2)

is (homomorphic to} the attached algebra =/~ of /. The Lie group G of G is
then the infinite power series
ax g/

0kxy — s 3
G:e R R T (3)

which, evidently, can be properly defined and treated only in the enveloping
algebra {(note that all terms from X;X; on are outside the Lie algebra).
One can then see why fundamental aspects of Lie algebras (such as the
representation theory) are treated by mathematicians within the context of
its enveloping algebra.

On physical grounds, the role of the enveloping algebra is equally
crucial, even though not sufficiently emphasized in the current literature.
For instance, a frequent physical problem is the computation of the
magnitude of physical quantities, such as the magnitude (eigenvalue) of
the angular momentum (operator) M = [[M2]]1/2, While the components
M. of M are elements of the Lie algebra SO(3), the quantity M2 is outside
S$0(3) and can only be defined in the (center of} the enveloping algebra
& (80(3)). Thus, while the Lie algebra SO(3) essentially characterizes
the components of the angular momentum and their commutation rules,
the envelope M(SO(S)) characterizes: 1) the components M,; 2) their
commutation relations via the attached rule &/~ ~ S0(3); 3) the magni-
tude of the angular momentum M2; 4) the exponentiation to the Lie
group of rotations; 5) the representation theory, ete. In short, we can
state that a truly primitive part of the contemporary formulation of Lie's
theory is its universal enveloping associative algebra.

Once the mathematical and physical motivations of this occurrence
are understood in full, the need for a suitable generalization of Lie's theory
becomes unavoidable. Lie algebras emerge in Physics at the truly funda-
mental part, the brackets of the time evolution. The above remarks then
imply that the primitive algebraic structure of the time evolution is the
enveloping algebra. Santilli (1978e, pp. 1330-1334) points out that the
enveloping algebra of the time evolution of Hamiltonian Mechanics is
nonassociative, by therefore being not directly compatible with the
contemporary formulation of Lie's theory. In fact, the author essentially
indicated that the conventional Poisson brackets

G: [, X =%wmax OXIQ(L_OX ax, “)
oa* o0z’  orf op, Or Opk

are the attached brackets of the algebra
B (X, X)) = — (5)

which is nonassociative; that is, the vector space & of elements X, and
their polynomial powers, over the field R of real numbers eqmpped with
product (5), is first of all an algebra in the sense of Chart 4.1: it verifies the
left and right distributive laws and the scalar law. Secondly, this algebra
turns out to be nonassociative because of properties

(X, X)), XD # (X, (X, X)), (6)
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Since associative and nonassociative algebras are different algebras, with-
out a known interconnecting mapping, Santilli (foc. ¢it.} argues that the
insistence on the associative character of the envelope would literally
prohibit the conventional formulation of Hamiltonian Mechanics, that
according to time evolution (4). He therefore advocates a dual generaliza-
tion of Lie's Theory (see the preceding paper, Santilli (1978¢, pp. 298-375)
as well as the memoir {19793, Section 1.2) according to the following
classification.

|. Contemporary Formulation of Lig's Theory. This is the formulation
available in the contemparary literature, and it is expressed via an
envelope with conventional associative product X, X (e.g., the
conventional product of matrices or operators).

. Lie-Isotopic Generalization of Lie's Theory. This is a first general-
ization based on envelopes which are still associative yet are
formulated via the most general possible associative product, say,
X; = X,. whose attached product X, « X; — X + X, is Lie.

[11. Lfe Adm.rssrble Generalization of Lfe Theory Thls is the largest
possible generalization of Lie's theory conceivable at this time.
It is based on envelopes that are Lie-admissible (Chart 4.1}, that is,
on envelopes with the most general possible nonassociative
prcla_g'uct, say, (X;, X,). whose attached product (X, X;) — (X, X,)
is Lie.

In subsequent charts we shall outline the state of the art on the Lie-
isotopic generalization of Lie's theory. The Lie-admissible generalization
is currently under study at the yearly Workshops on Lie-Admissible
Formulations (see the proceedings {1979-1981)) and will not be re-
viewed here,

A few introductory remarks may help the reader to reach a better
mathematical and physical understanding of the generalizations under
consideration, as well as the truly intriguing {and substantial) research
yet to be done.

A difficulty generally experienced by mathematicians trying to see the
need for a generalization of Lie's theory is that simple Lie algebras over a
field of characteristic zero have been classified and are given by the well-
known Cartan classification.3® In fact, the Poincaré—Birkhoff—Witt
theorem essentially ensures that a// Lie algebras over a field of character-
istic zero can be obtained as the attached algebras of enveloping algebras
with the conventional associative product X, X,. Thus the classification of
Lie algebras has been already achieved by Formuiation |. The point is that
generalizations Il and Iil are not intended for the classification. Instead, they
are intended for the formulation of Lie's theory in the most general possible
{rather than simplest possible) form, as a necessary condition for its
direct applicability in physics. Generalizations Il and Il are, of course,
expected to recover Cartan classification. But this is a minor aspect of the
issue. The issue is that of abandoning the conventional mathematical
treatment of Lie algebra,

X, X1 =XX, - XX, 7

38 |t is appropriate to recall here that the classification of Lie algebras over a field
of characteristics p# 0 is far from complete. The generalizations of Lie's theory here
referred to are intended primarily for the conventional case of characteristic zero
which is the most important for current physical applications (in fact, no physical
application is known at this time for algebras and/or fields of characteristic p # 0).
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where X X, is the conventional associative product, in favor of the most
general conceivable product:

DX, X% = (X, X)) — (X, X)) (8

where (X, X} is a nonassociative Lie-admissible product. Only in this
way does the theory acquire a form suitable for direct application to
mechanics while possessing trivial realization (7) as a particular case. At
any rate, while the formulation of Lie's theory for structure (8) includes
that of structure (7) as a particular case, the opposite is not necessarily
true.2# As an example, the current formulation of the representation theory
isinapplicable to Lie algebras (8) beginning from its foundations (necessary
and sufficient conditions for a representation to be faithful, Ado’s theorem}.
At a deeper analysis, it soon emerges that the alteration of the associative
character of the envelope into a nonassociative form demands the reformu-
lation of the entire theory.

Perhaps an effective way for a mathematician to see the need of re-
formulating Lie's theory is through a comparative analysis with the
corresponding situation in the symplectic and contact geometries, for
which no reformulation is needed. In essence, these geometries, in their
most abstract and general form (the coordinate-free form), present a body
of notions, properties, and theorems which preserve their validity under
all possible realizations of the symplectic and contact forms. For instance,
all the parts of the symplectic geometry dealing with exact symplectic
two-forms

Q, =dé (9)

preserve their validity regardless of whether the two-form is the canonical
form,

w, = dp, A drf, (10)
or the most general possible Birkhoffian form,

_1(0R, 0R,

2 2 (Oa" da®

The crucial character of the theory, that of being applicable to all
possible realizations, is lost for the contemporary formulation of Lie's
theory. In fact, if the enveloping algebra is generalized from the trivial
product X, X, to a more general product X, = X, (e.g. X, * X, = X, 7TX,, with T
fixed and nonsingular; see Chart 4.1}, then the notion of Lie group (3} is
generalized into structures, for instance, of the type

ok oo/

G*:e"kx"]m=ﬂ+"1_!Xk+‘2_!xf*xi+"" (12)

)da“ A da, a={rp. (11)

The fact that the notions, properties, and theorems developed for the
conventional structure (3) are not necessarily applicable to the more
general structure (12) is established, for instance, by the fact that T is no
longer the unit of the envelope, trivially, because now 1+ X, # X, #
X. % 1.

i

29 As will be soon evident, nonassociative products exist which can be trivially
reduced to an associative form. However, an associative product can never be
reduced to a nonassociative form.
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Remarkably, while the symplectic and contact geometries have been
developed by keeping the most general possible realizations of the two-
forms in mind, the theory of Lie algebras has been developed for the sim-
plest possible realization of the Lie algebra product. The Lie-isotopic
generalization of Lie’s theary is advocated here in order to recover the
compatibility of formulation with the symplectic and contact geometries,
that is, to reach algebraic notions, properties, and theorems which are
directly applicable to the most general possible realizations, in exactly
the same case as it occurs for the geometric counterparts. The Lie-admis-
sible generalization of Lie's theory, instead, is intended as the algebraic
counterpart of the symplectic-admissible generalization of the symplectic
geometry (Chart 4.7).

A further point which should be clarified is that the Lie-isotopic
generalization of Lie's theory is not directly applicable to the Hamiltonian
as well as the Birkhoffian Mechanics. In fact, the envelope is still associ-
ative by conception, while algebra (5) is already nonassociative for
Hamiltonian mechanics, and this algebraic character clearly persists for the
covering Birkhoffian Mechanics.4? The theory under consideration is
merely an intermediate step prior to the full treatment of type I1l. Never-
theless, a possibility exists that the theory is applicable in a specific case,
on account of the following property. Often, when structure (8) is worked
out, it implies the possible reformulation

X XJ* = (X, X)) — (X, X)) =X, + X, = X, % X,. (13}
An example (Charts 4.1 and 4.2) is given by the product (X, X) =
X,RX, ~ X,5X;, with R and S fixed and nonsingular, and X,R, RX,, etc.,
associative). Then we have
(X, X)) — (X, X;) = (X,RX, - X.SX,) — (X;RX, — X, 8X))
=X TX - XTX, =X« X, - X, « X, T=R+S,
(14)
where X, TX, is clearly isotopic associative. Thus, in certain instances,
the intermediary Lie-isotopic generalization may be sufficient.

For the case of the Hamiltonian Mechanics, one can attempt modi-
fications of product (5} into more general Lie-admissible forms of the type

LOX 06 oX, 0 o 0X

X, X 1 : . —L
(X X,) ork dp,  or o op, " op,
aff = aﬁr . lBij = 'Bf" (15)
4© This point is self-evident from the generalization of Hamilton's inte Birkhoff's
tensor
. _ [|[9RF _ aRZ|-1\™ wray — [ _ OF. -1)“"
”‘ﬁ%'@ )+9m L@ 5%

. RC=(p,0) = AR =FA(a) + R°
under which the property

X0 X1 = (X6, X) = (X X); (X, X) = T &

= Nonassociative product,

necessarily implies the generalized one
[X;- X3" = (X, X)) — (X, X))™: (X, X,)* = Nonassociative product.

In fact, [X,, X,] is a particular case of [X,, X,1" if and only if (X,, X)) is a particular
case of (X, X;}".
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that is, modifications which are such as to preserve the conventional
Poisson brackets as the attached Lie brackets. With the understanding
that modifications (15) remain nonassociative in general,*! it may be
that the assocciative law is regained in particular cases. The important point
is that, even when the associative character of the envelope is regained
via extensions of type {15), the enveloping algebra is not of the trivial
type X, X, but rather of the most general possible type X, x X,. As a
result, assumlng that the associative character of the enve[ope of classical
mechanics is regained via (still unknown)} methods, the isotopic general-
ization of Lie's theory remains mandatory for its direct applicability.
Lacking the generalization, one risks the application of existing theorems
conceived for formulations | which are actually meaningless for physical
models belonging to case il or Il
Some of the most remarkable and intriguing implications are those for
particle physics. The enfy time evolution known at this point with a
structure truly of type | (that is, with an associative envelope with trivial
product X, X,) is that of Heisenberg's equations in quantum mechanics:42
A= } (A A = 1 (AH — HA), AH = Associative product  (16)

(h=1)

" with fundamental brackets (in our unified notation 4 = (F, p), of course,
now referred to as operators in a Hilbert space)

ORY _ O
da* 08"

[&, 8] = 88" — &5" = i = i(

-71)11\#’ fo =( 0)
(17)

The mere identification of the possibilities of generalizing Lie's theory
according to types I and lll immediately implies the possibility of general-
izing Heisenberg's equations accordingly.

In fact, Santilli (1978d, pp. 726 and 752) proposed the following
Lie-isotopic generalization of Heisenberg's equations

= 1 o . 1 =m o
A= I_ [A, H]* = l_ (ATH — HTA) (18a)
B8R, OR. | -"\*
3%, &1 = i¥(3) =i - - — 18b
[&= &71* = Q¥ (3) .r( S 3a" ) (18b)
and the following Lie-admissible generalization {foc. cit., pp. 719 and 746)
O D e Jop.
A=-(4 A= (AHH - A8A) (19a)
(8" &%) = i (5) = .r'(ﬁ"" + 7y, 7w = P, (19b)

41 One can easily see that the associative law cannot in general be verified for
product (15) because, for instance, the expression ((X,, X,). X,) implies only
first-order derivatives for X, , while the expression (X, (X X ) |mp||es second-
order derivatives for X, . Neverthe]ess restrictions on the functlonal dependence of
the generators are concelvable under which ((X,, X}, X} = (X, XD

42 From now on all quantum mechanical operators will be denoted with an
upper tilde, e.g., 4, H, etc.
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As a matter of fact, generalizations of Lie’s theory of types Il and 11l were
intended as mathematical tools for the proper treatment of the correspond-
ing generalized equations of type (18) and (19). The Lie-isotopic general-
ization of Lie's theory will therefore be outlined in the subsequent charts
according to the motivations for which it was originally conceived, that of
directly characterizing Equations (18).

" Independently from these studies, Okubo (1981a) has proposed a
generalization of Heisenberg’s equations of the type

= 1 - - 1 _ .- =~ —
A= 1AH* = 2 [(A H) - (H A, (20)

where the product (4, &) is nonassociative, flexible, and Lie-admissible.
The generalization was motivated by the fact that the replacement of the
associative envelope of Heisenberg’s mechanics with a nonassociative
one {but of flexible Lie-admissible type to preserve the differential rule)
permits the avoidance of some of the problems of consistency of con-
ventional quantization. This was, after all, expected from the nonassoci-
ativity of the product (A4, H) in Poisson’s brackets (4).4% Also intriguing
is the expected relationship between Equations (20) and (18) via rules of
type (14) which, for the case of linear operator algebras, appears possible.

As an example, one could assume in equations (20) the flexible
Lie-admissible envelope

(A, Hy = AA + L{A, H}y = 3AH + 3HA (21)

The reformulation of Equations (20} into Equations (18), and vice versa,
is then given by

[A4, A1 = (A H) - (A A) = AA - AA = [A, A (22)
Following this, we therefore use Eguations (16) when dealing with
generalizations of Lie's theory of type I, and Equations (19) when

dealing with those of type Ill, with interconnecting mechanisms of type
(14).4%

Chart 5.2 Isotopic Generalization of the Universal Enveloping
Associative Algebra

In this chart we shall first review the definition of universal enveloping
associative algebra, and the methods for the construction of its basis
according to the Poincaré—Birkhofi—Witt theorem. We shall then present
their /sotopic generalizations, that is,#5 generalizations which preserve

43 Even though the algebras characterized by Hamilton’s and Heisenberg’s
brackets are both Lie, their envelopes are different because that of the former is
nonassociative, while that of the latter is associative. Under these circumstances,
the rigorous definition of quantization via a mapping is virtually impossible. For
these and numerous other problematic aspects related to the quantization of
Hamilton's into Heisenberg’s equaticns, one may consult Santilli (1980a) and
cited references. Additional problematic aspects (different than those related to
the envelopes) are treated by Chernoff (1981). A theorem establishing the lack of
the so-called full quantization is proved by Abraham and Marsden (1978, p. 435).

44 Ses also the outlines of applications of the charts ot Chapter 6.

45 The Greek meaning of the work "isotopy” was related in footnote 33 of
Chapter 4.
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the associative character of the product. By keeping in mind the primitive
character of the enveloping algebra in Lie's theory (Chart 5.1), the
generalizations presented in this chart render inevitable a corrgsponding
reinspection of Lie algebras and of Lie groups (Charts 5.3 and 5.4).

Definition 1. The universal enveloping associative algebra of a Lie
algebra G is the set (&7, 1) where o is an associative algebra?® and 7 a
homomorphism of G into the attached algebra &/~ of & satisfying the
following properties. if &/ is another associative algebra and ' a homo-
morphism of G into &, a unigue homomorphism y of o into = exists
such that v = 7v; i.e., the following diagram is commutative.

___}MJ

\/

Whenever an algebra o belongs to the context of the definition above,
we shall write &/{G). All Lie algebras are assumed, for simplicity, to be
finite-dimensional. Also, all algebras and fields are assumed to have
characteristic zero, and the basis of all Lie algebras is ordered.

The construction of the enveloping algebra o/(G) is conducted as
follows. Consider the algebra G as a (linear) vector space with basis
given by the {(ordered set of) generators X,, / = 1, 2, ..., m. The tensorial
product G & G is the ordinary Kronecker {or direct) product of G with
itself as a vector space. Such a tensorial product constitutes an algebra
because it satisfies the distributive and scalar laws (Chart 4.1). Also,
the algebra is associative because the Kronecker product is associative.
The most general possible, associative, tensor algebra which can be
constructed on G as vector space is given by

=FleaGeGRGOHERGCRGD -, (2)

where F is the base field and @ denotes the direct sum. Let & be the ideal
generated by all elements of the form

X, X] - (X, ® X, - X, ® X,) (3)

where [X,, X] is the product of G. Then the universal enveloping algebra
< (G) of Gis given {or, equivalently, can be defined) by the guotient

#(B) = T/R. (4)

It is possible to prove that the algebra (4) satisfies all the conditions of
Definition 1 (see, for instance, Jacobson {1962)).

Of utmost importance for mathematical and physical considerations
is the identification of the basis of =/(G). The quantities

Ms:Xi.,@sz@"'@Xis (5)
are called standard (nonstandard) monormials of order s depending on
whether the ordering
< =7 (6)

lr1 s IZ 5
46 Note that no restriction is placed on the associative character of the algebra.
Nevertheless, the definition is restrictive for reasons which will be identified via

Definition 2 below and subsequent comments.



156 Transformation Theory of Birkhoff’s Equations

is verified (not verified). It is possible to prove that every element of </ (G)
can be reduced to a linear combination of standard monomials and (cosets
of) 1. This vields the following fundamental theorem on enveloping
associative algebras (Jacobson, /oc. ¢it).

Theorem 1 (Poincaré—Birkhoff-Witt Theorem).47 The cosets of 1
and the standard monomials form a basis of the universal enveloping
associative algebra </ (G) of a Lie algebra G. ’

The associative envelope +/(G), as presented, is still abstract in the
sense that the product of &/ (G) is the tensorial product X, ® XI., while the
product used in physical (e.g., quantum mechanical) applications is the
conventional associative product X,.X,.. Consider then the algebra

AGy=Fla AV pAD g .
Al = {Xi-lX-"z o ‘X"s}' h = fp - < fo - (7)

It is possible to prove that & (G) is homomorphic to A(G), in line with
Definition 1. Thus the algebra A4(G) can be assumed as the universal
enveioping associative algebra of G with basis
1, X, X X, X X X _,..., (8)
f1 12 11 12 Ia

<y i i, <y,

and arbitrary elements
XEaXhz - Xbs, (9)

L

where the X's are the generators of G. Notice that A(G) is infinite-
dimensional. The center of A(G) is the set of all polynomials P(X)
verifying the property

[P(X), X4 =0, {10)

for all elements X, € G. Most important elements of the center are the
so-called Casimir invariants of G. For additional study, we refer the |nter-
ested reader to the mathematical literature on the topic, such as Jacobson
(foc. cit.) or Dixmier (1877).

We move now to the identification of the desired associative-isotopic
generalization.

Definition 2 (Santilli 1978¢). The isotopically mapped universal
enveloping associative algebra of a Lie algebra G is the set ((«, ),
S£*, i, %) where

(i) («. 7) is the universal enveloping associative algebra as per
Definition 1;

(i) 7is an isotopic mapping of G, /G = G*, as per Chart 4.2;

(i) =/* is an associative algebra generally nonisomorphic to «; and

(iv) *is a homomorphism of G* into &*~, such that the following
properties are verified.

If &/* is still another associative algebra and t* a homomorphism of
G* into &/*'~, a unique homomorphism y* of «* into &*" exists such that

47 |t shoutd be indicated that the name “ Birkhoff” in * Birkhoff's equations” and
in " Poincaré—Birkhoff-Witt theorem” refers to father {G. D. Birkhoffy and son
(G. Birkhoif), respectively.
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™ = y*t* and two unique isotopies 7 and 7 exist for which s/ = &/* and
e’ = o/*, i.e., the following diagram is commutative.

¥ o -

I\l

(11)

Whenever an algebra «#* verifies the conditions of the definition above,
we write & *(G). Again, for simplicity, we assume that all Lie algebras are
finite-dimensional, all algebras and fields have characteristic zero, and
all Lie algebra bases &re ordered.

We are now in a position to elaborate on the insufficiency of Definition 1,
and the need of Definition 2 for the physical and mathematical studies
under consideration in these volumes. We shall indicate first the mathe-
matical aspect and then point out the physical profile.

The main idea of Definition 1 is, beginning with the basis of a Lie
algebra G, to construct an enveloping algebra =7 (G) such that [2/(G)]-
~ G. The more general idea of Definition 2 is, beginning also with the
basis of a Lie algebra G, to construct an enveloping algebra o* (@) such
that the attached algebra [« *{G)]- /s not, in general, isomorphic to G but
rather is isomorphic to an isotope G* of G, and we write4?

[«*(G)]- = G* # G. (12)

The lack of unique association of a given basis with the envelope then
ensures freedom in the realization of the associative product. Equivalently,
we can say that within the context of Definition 1, a given basis essentially
yields a single unigue enveloping algebra and thus a single unigue attached
Lie algebra. On the contrary, within the context of Definition 2, a given
basis yields all possible enveloping algebras and thus all possible Lie
algebras. Still equivalently, we can say that, as is conventional in the
contemporary formulation of Lie's theory, nonisomorphic Lie algebras are
expressed via the use of different generators and the same realization of
the Lie product. On the contrary, within the context of the isotopic formula-
tion of Lie's theory, nonisomarphic Lie algebras can be obtained via the
use of the same basis and different realizations of the Lie product. We can
therefore state that all possible enveloping associative algebras can indeed
be introduced according to Definition 1, which is therefore suitable for the
classification of Lie algebras {Chart 5.1)}. Definition 2 is more general
inasmuch as, besides permitting the introduction of all possible enveloping
algebras, it also permits us to construct nonisomarphic algebras via the
same basis, by therefore rendering necessary the use of the most general
possible realizations of the associative product.

On physical grounds, these mathematical mechanisms are at the
foundation of the Lie isotopic generalization of Hamilton’s and Heisen-
berg's equations for closed non-self-adjoint interactions (Section 6.3).

48 Note that the scripture o/*(G) (rather than «/*{G")) is intended to stress
precisely properties (12).
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As now familiar, the definition of physical quantities is independent of
whether or not the system possesses nonpotential interactions. When these
interactions are admitted by the theory, they are represented via an alter-
action of the Lie algebra product. As a result, when the Hamiltonian
description of a closed self-adjoint system

. 0A OF
A(a} = [A, Etot] = b_a“ " 6—;’51 (13)

is generalized into a Birkhoffian form to represent the additional presence '
of internal, contact, nonpotential, interactions

04
O.l-l

the basis of the original Lie algebra remains unchanged, together with
the underlying carrier space (R x 7#*A) and the field, and only the real-
ization of the Lie algebra product (that is, the realization of the envelope)
is permitted to change. As a result, the original Lie algebra G with basis
X.(a) over T*M equipped with conventional Poisson brackets is mapped
into the isotope G*, which preserves the original basis X,{a) in the same
local coordinates of 7+, although it is now equipped with the generalized
Poisson brackets, i.e.,

G: X Xy = (X3 Xy = (X X))
- G*: [X,, X, = (X X)) - (XL XaE,- (15)

In the transition to the case of Heisenberg's equations, the situation is
essentially the same and actually turns out to be more directly compatible
with Definition 2. In fact, for consistency of the theory with its classical
image, during the generalization of Heisenberg’'s equations

A(a) = [A, E J* = — (s ) ‘“ (14)

A@3) = - 14 AT (16)
into the Lie-isotopic form
A3 = ~ [4, A1*, (17

the nonpotential forces due to charge overlapping are expressed via the
Lie-isctopic generalization of the product

G:[X.X]=XX-X. X -G [X, X]*=XTX -XT7X. (18)

Mechanism (18) is clearly along Definition 2 rather than 1.

The alternative approach would be that of preserving the original
simplest possible product and changing the basis in order to reach
direct compatibility with Definition 1. However, this approach has a
number of problematic aspects. First of all, it is centered on the loss of the
direct physical meaning of the generators (e.g., the physical linear mo-
mentum in one dimension, p = mf, is replaced by abstract cbjects of the
type p = o exp firf). Secondly, the approach does not permit the achieve-
ment of the direct universality, as established in the preceding chapters.
The removal of unnecessary restriction on the realization of the enveloping
algebras is clearly preferable, both mathematically and physically.

Owing to the relevance of mechanisms (15) and (18) for the program
of these volumes, it is important to give an explicit example. To stress the
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fact that the ideas are not necessarily restricted to nonpotential inter-
actions, we select an example of isotopy for the harmonic oscillator in a
three-dimensional Euclidean space.

In Chart 4.2 we pointed out that the nonisomorphic groups SO(3)
and SO(2.1) are isotopic symmetries with respect to the Hamiltonians

Hiay = $(p2 +p2 +p2) T 5(x2 +y2+ 22, a=(p) m=k=1,
{19a)
H*(a} = Hp2 — p7 + p2) + 3(x? —y2 + 2?), (19b})

that is, they are symmetries leading to the same conservation laws of the
components M,, & = x, y, z. of the angular momentum via the use of
Noether's theorem. Let us review the case again and reinterpret it in light
of Definitions 1 and 2.

The Hamiltonian realization of the symmetry SQ(3) of H(a) is based on
the Lie algebra of conserved quantities

SO(3): (M, M] =M, [M, M)=M,[M,. M)=M, (20)

which is defined in terms of the conventional Poisson brackets

M, M= (M, M) - (M. M) (21a)
+1 0

(mM,. M) = e’M,b & OMC; (87y = +1 . {21b)
G orf / epl / 0 +1

In the transition to the equivalent Hamiltonian H*(a), the conserved
quantities M, clearly remain conserved, but the S0(3) symmetry is
hroken and is replaced by the nonisomarphic symmetry SO(2.1). The
problem now is the construction of a realization of the SO(2.1) algebra
(the Lorentz algebra in {2 + 1)-dimensions) whose generators are those
of the nonisomorphic SO(3) algebra (the rotational algebra in three-
dimensions). This can clearly be achieved if and only if one alters the Lie
algebra product. An explicit realization has been identified by Santilli
{1979a) and is given by the well-known commutation rules

SO(2N: M MY =M, M, M]*=-M_,[M, MI* =M, (22)

4

which are now expressed in terms of the generalized Poisson (Birkhoffian)
brackets4®

(M, M_1* = (M,, M_)* - (M_, M,)* (23a)
+1 0
oM o :
(M, M)* = —Lol —=2,  (a) = -1 . (23b)
¢ or Y ap; s 0 +1

Note that the insistence in the preservation of the same realization of the
Lie algebra product, in this case, would prohibit the representation of the
conservation of the angular momentum via a symmetry of the Hamiltonian
H*(a).

The example considered therefore establishes that one given basis
{the components of the angular moementum M =r x p, p = mf) can
define a hierarchy of enveloping algebras and attached Lie algebras,

49 See the Birkhoffian interpretation of the Hamilionian isotopies of Section 5.3.
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depending on the selected realizations of the products, which is fully in
line with diagram (11) and Definition 2. The example actually establishes
not only the insufficiency of Definition 1 but also that of Definition 2 itself.
Infact, the algebras (M,,, M_) and (M, , M )* are nonassociative, therefore
demanding further generalization of Definition 1 for nonassociative
enveloping algebras of type Il (see the classification of the preceding
chart), even though the existence of a realization within the context of the
Lie-isotopic generalization is expected to exist.

Stated in different terms, the example establishes the generalization of
the conventional definition of the envelope of the Lie algebra of the
group of rotations as per diagram (1)

of - ¥ of'

\ / (24)
§0¢(3) ‘

into the Lie-isotopic form as per diagram (11)50

ot —L s v
7

A A

50(2.1) (25)

o Ty -

$0(3)

which is expected for operator-type realizations (18). In addition, the
example establishes that generalization (25) is only an intermediate step,
prior to a more general nonassociative realization which is not considered
here for the sake of brevity (see Definition 3.7.3 of Santilli (1978a, page
354), as well as the more recent review (1979b, p. 1602)).

With a clear understanding of the new capabilities, as well as limitations,
of the Lie-isotopic generalization, we pass now to the study of the general-
ization of Theorem 1.

The construction of an isotope o/*{G) of &(G) can be conducted as
follows. Perform an /sotopic mapping of the tensorial product X, ®X
of s/ (G),

X, ® X, X, % X, (26)

that is, any invertible modification of the product @ via elements of = (G),
of the base manifoid, and of the field, which preserves the distributive
and scalar laws (to qualify as an algebra), as well as the associativity of
the product (to qualify as an isotopy), i.e.,

(X, % X)) % X, = X, % (X, + X,). (27)

5¢ By no means does diagram (25) exhaust all possible isotopies of the group
of rotations. In fact, by recalling the properties of the isotopically related symmetry
algebras from Chart A.10, we know that an isotope S0*(3) of SO(3) can even, in
principle, be Abelian.
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The product of two elements X, * Xj and X, = X_is then given by
(X w X))o (X, % X)) =X, =« X, x X, = X, (28)

and no ordering ambiguity arises because of the preservation of the
associative character of the original product.3?
The isotope of the associative tensorial algebra & can then be written

T*-Fl@GOG+GBG+G:=Gq . (29)
Let #* be the ideal of F* generated by
X, X1% = (X, = X, = X, » X)), (30)

where [X,, X,.]* is the product in G*. An isotopically mapped universal
enveloping associative algebra s/*(G) of a Lie algebra G can then be
written. .

A*(G) = T*|R*, (31)

Structure (31) is, by construction, the universal enveloping associative
algebra of G*, where G* is realized via an isotopic mapping of G.
The remaining aspects of the theory of «/*(G} are essentially given by
an isotopic mapping of the corresponding steps for &/ (G) outlined above.
The quantities

ME=X, 5 X, %% X, (32)

are called /sofopically mapped standard (nonstandard) monomials
_depending on whether the following ordering condition

fy<iy<- o< (33)

is verified (not verified). In the reduction of an arbitrary element of
#*(G)

Xt s Xezw o - Xk2, (34).
1 2 r

to standard monomials, a new feature arises, due to the fact that the
emerging combinations of these latter monomials may occur via functions
on the base manifold. This, in turn, is because the isotopy ® — * can be
realized via functions of this type. We call these combinations F*-linear,
to differentiate them from the F-linear combinations for the conventional
case, that is, combinations only via elements of the field. As we shall see
in the next chart, these F*-linear combinations have a precise interpreta-
tion within the context of the isotopic Lie's theory. Despite this general-
ization, the construction of the basis of &/*(G) parallels that for &/(G),
because «/*(@G) is a conventional envelope for G*. The (inverse) isotopy
then simply reduces G* to G.

Theorem 2 (lIsotopic Generalization of the Poincaré—Birkhoff—Witt
Theorem).52 The cosets of 1 and the standard isotopically mapped
monomials form a basis of the isotopically mapped universal enveloping
associative algebra </* (@) of a Lie algebra G.

57 Note that, for the more general nonassociative Lie-admissible generalization,
the left- and right-hand sides of quantities (27) would be different. In this case all
possible different orderings of the product must be taken into account.

52 Santilli (1978¢, Theorem 3.7.2, page 353) reprinted in Myung et a/. (1978-1).
See also Santilli (1979b, page 1580).
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The basis is thus given by

1, X., X X, X, «X, *X (3b)
i f1 12 11 }2 13
i, i <0, <0,

The distinction between the tensorial realization and that used in practical
applications is now lost: Indeed the mapping X, ®X —>XX can be
considered, in the final analysis, a particular form of |sotopy

The explicit form of the basis depends on the assumed type of isotopy
® —> . In turn, this depends on the realization of the basis X, of G,
whether via matrices, quantum mechanical operators, or classical functions
on phase space, etc.

Suppose that the X's are realized via matrices. Then an isotopy is
provided by Equation (18}. Let 7 be a polynomial on the X's (not necessarily
on the center of »/*(G)).53 Then the explicit form of basis (35) is given by

1, X., X TX._, X TX. . TX. ,... (36)
172 f1 772 "3

i
=i, iy £, <4, T = fixed.

Needless to say, the |sotopy XX — X, TX is only one example of
possible associativity-preserving modifications of the product, and
numerous additional forms exist. For instance, if W is an idempotent
matrix (W2 = W), then another associative isotopy is given by54

X, * X, = WX, WX, W. (37)

The identification of additional isotopies is left to the interested researcher.

A comment on the quantity 1 of Theorem 2 is in order here. As anticipated
in the preceding chart, the efement 1 e F is no fonger the unit element of
the enveloping algebra under an isotopic mapping of the product. In
fact, for isotopic envelope (36) the unit element (when it exists) is given by

1% = 7-1 (38)

because only this quantity verifies the (left and right) rules 1* « X, =
X; x 1¥ = X.. Nevertheless, Theorem 2 has been formulated for the
element 1 of <. This is to preserve the general rule of isctopy according
to which the basis of the original algebra is preserved, including its unit
element. The new mathematical (and physical) structure is represented
via an isotopic alteration of the product. A reformulation of Theorem 2 in
terms of the unit 1% is, of course, expected to exist, but its study is left
to the interested researcher. For additional studies (within the context of
the Lie-admissible generalization of Theocrem 1) we refer the reader to
Myung and Santilli (1979), where unit 1 is called the weak unit of the
algebra.

The mathematical aspect conveyed in this chart is that the knowl/edge
of a given set of generators does not uniquely characterize a Lie algebra
because of the freedom in the selection of the enveloping algebra. The
physical aspect treated is that established in the text, that the knowledge
of a Hamiltonian does not uniquely characterize the physical system

53 In a number of applications, the element 7 cannot actually be expressed via
F*-linear combinations of polynomials of the original basis, and as such, it is outside
the original envelope.

54 Intriguingly, isotopy (37) was introduced within the context of the studies for
a possible isotopic generalization of Heisenberg’'s indeterminancy principle for
strong interactions (see Chart 6.1).
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because such a characterization also depends on the explicit form of the
brackets of the time evolution. As we shall see, the implications are rather
intriguing. For instance, the assumption of a Hermitian Hamiitonian & °
contraty to popular belief, does not ensure that the time evolution is
unitary and thus does not'guarantees that 4 is observable.55

Chart 5.3 Isotopic Generalization of Lie’s First, Second, and Third
Theorems

As is well-known, an effective historical, and technical way of presenting
Lie groups and Lie algebras is according to their original derivation by
Sophus Lie via his celebrated First, Second, and Third Theorems. In this
chart we shall first review these theorems and then show that they admit a
consistent Lie isotopic generalization which is compatible with the
isotopic generalization of the enveloping algebra of the preceding chart.
More specifically, the objective of this chart is to show that the notion
of connected Lie transformation group admits a generalization such that,
when reduced in the neighborhood of the identity, admits Lie algebras
in their most general possible realizations of the product.

The emerging isotopic generalization¢ of Lie's theory (that is, of the
enveloping algebra, the Lie algebras, and the Lie groups) was used for
the construction of the isotopic generalization of Galilei's relativity for
closed non-self-adjoint systems of Section 6.3. Since the theory also
admits operator-type realizations (Chart 6.1), its abstract formulation is
expected to permit the joint treatment of closed, classical and guantum
mechanical, nonpotential interactions, in much of the same way as the
conventional abstract formuiation of Lie’s theory permits a joint treatment
of closed classical and quantum mechanical interactions of potential/
Hamiltonian type. The underlying physical objective is therefore to
achieve, in due time, the generalization of the contemporary notion of
interactions, with corresponding generalization of relativities and physical
laws (Appendix A.1).

Definition 1, Let A7/ be a Hausdorff, second-countable, analytic,

NV-dimensional manifold with local coordinates 2, p =1, 2, ..., N (e.g.,
M = T*M or R x T*M). The set of transformations on & depending on
r-independent parameters 0/, i =1, 2, ..., r

a—a =f(a; 0) = {F(a% 01} (Mm

®% The reader should keep in mind the physical arena of these volumes, that is,
the study of systems with contact, non-self-adjoint forces. The Hamiltonian A can
then represent the energy for, say, a proton in the core of a star. To avoid paradoxical
situations {e.g., the setting up of the measuring apparatus in the core of a star), the
theory should prevent conventional observability criteria, and call for a more
adequate approach to measures under non-self-adjoint forces, .

58 Since the theory is fully Lie by conception, a number of researchers object at
the term “generalization” and prefer different terms such as “reformulation.”
Others, on the contrary, believe that the mathematical and, most of all, physical
implications are considerable and prefer the term * generalization.” With the under-
standing that this is a question of semantics, and as such, immaterial for the objectives
of these volumes, this author prefers the latter term, if for no other reason than to
attract the researcher's attention to the need to formulate Lie's theory via rules more
. general than the simplest possible one of cumrent use, '[4, 8] = AB — BA, whers AB

is the conventional associative product.
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is called a Lie transformation group®? when the following conditions are
verified.

1. All functions # are analytic in their variahles.

2. For any given two transformations

a =f(a; ), a” = fa'; 8, (2)
a set of parameters exists
8" = gi(8, 0") (3)

characterized by analytic functions g’ called group composition
laws, such that

a" = f{a; 87). (4)

3. Transformations (1) recover the identity transformation at the
null value of the parameters, i.e.,

a = f(a: 0). (5)

4. Corresponding to each transformation (1), there is a unique inverse
transformation

a=f(a;0°"), (6)

and thus the transformations are regular.
5. The combination of any transformation (1) with its inverse (6)
yields the identity transformation.
The number r of independent parameters is called the dimension of the
Lie group. .

A central property of Lie transformation groups is that they are con-
nected: that is, they can be continuously connected to the identity. The
primary idea of Lie’s theorems is that, under the conditions indicated, the
groups can be studied via their infinitesimal transformations, because a
finite transformation can be recovered via infinite successions of infinitesi-
mal transformations.

We shall review these ideas by following as closely as possible their
original derivation.®? Consider transformations (1) and their identity

a'=fla:0), a=Ffa;0) (7)
and perform the infinitesimal variations
& =a+da=Fa 0+ db);a+ da=Fla;s0), (8)

where df and 68 represent two independent variations of the parameters.
We can then write

_ Of(a; 0)
da 6—9 de; (93)
_ [oHa; 0)
da |: Y ]0_059. (9b)

57 The literature on Lie's theory is so large that it discourages even a partial
outline. The most inspiring reading is the original work, e.g., Lie (1891, 1893, and
1896). For a recent account, see Sagle and Walde (1973).
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The transformation ¢ + ¢@ can be interpreted as the product of trans-
formations relative to § and &0, i.e.,

8 + do' = i(8, 50}, (10}
for which
Api (8, )
Bf+d9f=(p’(9,0)+[MJ 360+ - - an
Ao 220
Thus we can write
, . ) . 0 (8, o
8 = ui(8)30, = [%):l . (12)
a=0

The formula above represents a relation between &8 and 86 which can also
be written

80/ = Ai(6)de’, A pf o= pkdf = 61, (13)
By putting
of*(a; #)
#a) = | ——=2L , 14
ui(a) [ YT ]H’ (14)
and by using Equation (13}, Equation (4b) can be written
da* = ui(a) A5 (6)der. (15)

In this way we reach Lie's first theorem.

Theorem 1.57 When transformations (1) form a connected, m-
dimensional, Lie group, then
i

= w @), (16)

where the functions uf are analytic.

Let A(a) be an (analytic) function of the & variables. The infinitesimal
Lie transformation 2 — & + da induces a variation of A{a} which can be
written

0A . o
dA = — utéli = 59"uﬁ 0_¢3"'A

da*
= §04X, A, {(17)
The m-independent quantities
_ _ o _[of(a: 8) 0
Xk = Xk(a) = U#(a)b—a“ = [a—ek":le=0 W (18)

are called the jnfinitesimal generators of the transformations (or of the
group). For our later needs, we refer to the X's defined by Equations (18)
as the standard generators. .

We are now interested in the (necessary and sufficient) conditions for
transformations (1) to constitute a Lie group. By using the converse of the
Poincaré lemma, they can be written

a2g 02g"

20" 30/ OO 0" (19)

165
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that.is
dult a2k dut LY
Mo+ ug L= koo L
rYd k30r ep kapi (20)

Thus

o8 o6 Toagr o0
- ouf o0& K ouy 0a”
i 9gY 38 7 da' o

(O;lk a;tk) QU ou

out out
= Ludl — Y - Afujd Oaf' (21)

Therefore,
out out

u O_a% - Oaj = Chuy, (22)

where

0k oAk
ck = ,u",us(égs O_Bi) {23)

The m® quantities C¥ are independent from 8. This can be seen by
differentiating Equation (22) with respect to 8. After some simple calcula-
tions, one then see that

oCk

O_g‘}izor frjrkal=112""‘m' (24)

In this way we reach Lie’s second theorem.

Theorem 2. /fX,, i=1,2,...,m, are the generators of an m-dimen-
sional Lie group, they satisfy the closure relations
X X1, = XX, - XX, = CkX,, (25)

where the quantities C;!;. are called structure constants.

The symbol A'in Equation (25) denotes an associative algebra with a
conventional, associative product of operators X, X,. At closer inspection,
this algebra emerges as being the universal enveloping associative algebra
of the Lie algebra characterized by rule (25).

The fundamental Lie's rule (25) can be explicitly written

o 0 - o]
[X,., Xj]A = [Ui‘ @, U'Ji @} C‘ﬁI % aa ol (26)
where the product [X,, X1, is Lie; that is, it satisfies the identities
X, X1, + X X1, = 0, (27a)
(0X;, X g X1y + [0X X 10 + X1, + LK X1, X1, =0 (27b)

" By substituting into these expressions the explicit form of the Lie
product in terms of the structure constants, Lie’s third theorem is reached.
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Theorem 3.57  The structure constants of a Lie group in standard
realization (18) obey the relations

Ck+Ck=0, (28a)
CECy, + CROr, + ChCr = 0. (28h)

Theorems 1, 2, and 3 essentially provide the correspondence between a
given {(connected} Lie group G and its Lie algebra G. in particular, they
allow the characterization of a Lie group in the neighborhood of the
identity via the structure constants. We have here tacitly implied that
different Lie groups may exist all admitting the same Lie algebra, that is,
the same structure constants. However, among ali Lie groups with the
same Lie algebra only one is simply connected, called the universal
covering group. For instance, group SU(2) (S£(2.0)) is the universal
covering group of the group of rotations SO(3) (the homogeneous
Larentz group SO(3.1)).

The inverse transition from a Lie algebra to a corresponding Lie group
can be characterized via the inverses of Lie's first, second, and third
theorems. We urge the interested reader to study the specialized literature
on this topic, such as Gilmore (1974) and cited references. For the reader's
convenience, we have outlined one of the simplest approaches, known as
the exponential mapping. Write Equations (15} in the form

a M
% = ul(a)AK(0) = 16(0)X, (a)a", (29)
and introduce the one-dimensional parametrization
0% = ok, a" = a"(f(1)) = a"*{z). (30)
Then we write
a"*(z) = T¢(zx)a", a’ = [a"™(1)],_ o (31)
To compute the elements 74(<), consider the equations
da*  da* dtf Y
I = O_G'E= ot"l;(B)Xr(a)a "(0), (323)
d ”
e Ti(n)a® = akdo ()X, (a) T (8)a"*{0). (32b)
T

However, 8”*(0) are arbitrary initial values. Thus the solutions of the total
differential equations

LT = ak g OX (a() ) (33)
with initial conditions
O =8 T - e HOX GO (39)
can be written
T = % o 0K, ()5 (35)

vielding the exponential mapping

o &
at = " ¥a |, a*, (36)
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if, instead of the variables of the base manifold, we have a function of the
same variables, the procedure above also applies, and we can write

A(@) = e*¥e@) |, A(a). (37)

In-particular, the infinitesimal (standard) generators can be recovered by
the rule

a3 .
=1 = oox;
X, [69"6 |A]B=o. (38)

Notice that the standard realization {36) of the group of transformations
(1) is manifestly connected. The verification of the conditions to qualify
as a Lie group is a simple but instructive exercise for the interested reader.
Here we restrict ourselves to recalling that the product of two elements of
aroup (36),

gXagXs = gXp, (39)
is characterized by the so-called Baker—Campbeli-Hausdorff formula:

X, = X, + X, + 40X, X1,
+ 5l (X = Xph [Xoe Xplly + 0o (40)

It is significant for our program to indicate that a Lie algebra does not
necessatily admit a corresponding Lie group. For specific examples of Lie
algebras of this type, the reader may consult, for instance, Hurst (1968).
In essence, the applicability of the exponential mapping in genetal, or the
“integration” of a Lie algebra to & Lie group must satisfy certain (con-
vergence} conditions of the underlying infinite series, known as /nte-
grability conditions. We also refer the reader in this respect to the special-
ized literature in the subject and, in particular, to Nelson (19589).

We pass now to the Lie-isotopic generalization of Definition 1 and
Theorems 1, 2, and 3. The prior identification of the main objective may be
useful here. Lie's crucial result is fundamental rule (25). This rule es-
sentially characterizes Lie algebras via the conventional associative
product X, X, of vector fields X; = u#(a) 8/0a* on a manifold M. Our main
objective is to generalize Definition 1 and Theorems 1, 2, and 3 in such a
way as to characterize a Lie algebra via the most general possible associa-
tive product X; * X; of vector fields on a manifold.

Of utmost importance is the condition that the base manifold M with
local coordinates a*, the parameters ', and the generators X, of the con-
ventional formulation of Lie's theorems are not changed in their isotopic
generalization. This is due to physical requirements which are uncom-
promisable for the description under consideration. As we recalled earlier,
the local coordinates of M customarily have a direct physical meaning
such as the coordinates of the frame of the experimental setup; the
parameters carry a direct physical meaning as measurahle quantities such
as time, angle, etc., and the generators directly represent physical char-
acteristics such as energy, angular momentum, etc. When the conventional
description of self-adjoint interactions via Theorems 1, 2, and 3 is broadened
to permit the additional presence of the non-self-adjoint interactions, the
frame of the experimental observer must be preserved; measurable
quantities such as time and angles must be preserved; and physical
characteristics such as energy and angular momentum must also be
preserved unaltered.

These objectives can be realized as follows.
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Definition 2.58 Let
G: 8" > a" = fa; 6) (41}

be an r-dimensional Lie transformation group G as per Definition 1. A Lie
isotopic image or, simply an isotope G* of G is a set of transformations
characterizable via a reguilar (M x A) matrix of analytic functions (g#(a: 8))
acting on (41)

G*: a* = a* = gh(a; 0 a, ) = F*(a; 8) (42a)
det(g}) # 0,  gle_o = &% (42b)

which verify the following properties. (a) The transformations a* = f*(a; 6)
constitute a Lie transformation group, by therefore verifying conditions
1-5 of Definition 1. (b} The group G* is realized via the same base
manifold, the same parameters and the same generators of G. (¢c) When
reduced in the neighborhood of the identity transformation,5® the group
G* can be characterized by a Lie algebra isotope G* of G.

Condition (c) is introduced to avoid non-Lie, Lie-admissible algebras
in the neighborhood of the identity transformations. As a matter of fact, it is
precisely this possibility that permits the further generalization of Lie's
theory of type 111,58

Since the group of transformations *#(a; 8) is a conventional, connected
Lie group by assumption, it can be studied in the neighborhood of the
identity as in the conventional case. The repetition of the analysis of
f(a; 8) then yields the expressions

da* = u**(a)2k(0)ab' {43a)

0
xu(g) = |- gi(a; D)fa: )| . 43b
ug*(a) YT gi(a; 9)f(a; 0) »o (43b)
In order to realize the isotopy, we then introduce the following reformula-
tion in terms of the quantities of G for given g/ (a) functions

uit(a) = gi(a)ui(a), det(gi) + 0. (44)

Note that the other possibility u¥* = g *u;, even though conceivable
{and actually more in line with Equations (43)), is excluded here be-
cause it would imply the redefinition of the generators X, = u4(0/0a*) —
Xi = ghu} (0/0a*) which is contrary to the notion of isotopy under study.
The analyticity of the transformations then trivially implies the following
generalization of Lie's First Theorem.

Theorem 4,58 [f transformations (42) characterize an jsotopic image
G* of the Lie group G of transformations (41), then analytic functions
g.{a) exist such that

da*#
ag!
and the uy(a) functions are analytic.

= gi(a)ui(a)di, detg # 0, (45)

58 Santilli (1978c, Section 3.6, pp. 329-348), reprinted in Myung et al. (1978-1).
See also Santilli (1979b, Section 1.2).

59 The identity transformation of a Lie group should not be confused with the
unit element of the universal enveloping associative algebra. As we shall see, the
identity transformation of G* is preserved in a way compatible with the loss of the
unit character of the element 1 for 4*(G). .
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This theorem, though analytically trivial, has nontrivial implications.
Indeed, it implies a modification of the structure of the group in the
neighborhood of the identity, i.e.,

G:a"* m a" + Oul(a) - G*: a* = 8" + Gigi(a)u(a), (46)

which is precisely the desired situation. We must now identify the inte-
grability conditions under which such a behavior is still Lie in algebraic
character, when expressed in terms of the generators and parameters of the
original group. Under these conditions, we say that the quantities g/ of
Equations (45) or (48) are isotopic functions with respect to G.

The group G is Lie and thus admits the standard realization worked out
earlier in this chart

4] o oa
i oav u;l - 6 - Ckuk e n (478)
ALk
Ch=u us(ws oeﬁ), (47b)
(X, X1, = X, X, - X.X, = C&X, (47c)
= uk 0 47d
X, = ui(a) S . (47d)

The group G* is also Lie and thus can be realized in the standard form

v 0 n v o *H — e e g R H 6
u ﬁuf - Fyss u? Crruy 350 (48a)
OARk QLXK
Che = #:_kr#}ks( o~ _—dgf ), (48b)
[XE, X¥], = XEXF — XFXF = CHXE, (48c)
Xs =y 2 (48d)
K oaaw

However, this realization generally implies a change of the generators in
the transition from G to G*

3 d
G: X, = uf =— > G* x*— up (49)

and, as such, does not verify the conditions for isotopy. To achieve the
objective under consideration, we introduce the following isotopy of the
universal enveloping associative algebra, according to Chart 5.2, this
time realized via functions on the base manifold.

A(G): X, X, = A*(G): X, « X, = gIX, g°X,. (50)

Notice that this mapping does verify the conditions of isotopy, in the sense
that it is realized via the generators of the original algebra while preserves
the associativity of the product,

(95X, GXIGEX, = GX(gX, 94X, (51)
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The fundamental Lie rule (47¢) can now be rewritten

u! 3> * U Uy 5 * Yt = C—:ff.ujj {b2a)
Ct = Clrgt(a). (52b)

The integrability conditions for the functions g (a) to be isotopic, that is,
to vield rule (52), can then be readily computed. Thus we reach the follow-
ing generalization of Lie's second theorem.

Theorem 5.58  Under the integrability conditions

o]
55 k Y vgl = grgsCI + C*r (53)

the generators X, of an isotope G* of a Lie group G satisfy the isotopic rule
of associative Lie-admissibility

_gk

k
gy

[X. X1 =X, 2 X, — X, = X, = C&(a)X,, (54a)
A*(G): X, * X, = giX, g X, . (54b)

0
X, = ui(a) Py {b4c)

where the quantities C" (a), here called structure functions,.are generaffy
dependent on the (local) coordinates of the base manifold of the original

group.

In this way we reach an interpretation of the £*-linear combination of
the isotopically mapped standard monomials of Chart 5.2. While in the
standard realization (47c) the quantities C** are constants {the structure
constants of a Lie group), the correspondlng quantities which emerge
after the reformulation of the same group G* in terms of the base manifold,
the parameters, and the generators of G, acquire an 1 explicit dependence
on the local coordinates (the structure functions Ck ©(a)). This situation
has numerous technical implications (e.g., from the viewpoints of the
representation and classification theory) which are not considered here.

The reformulation of Lie's third theorem is now straightforward. Indeed,
the use of the Lie algebra laws for the isotopically mapped product (E4a)
yields the following property.

Theorem B6.58 The structure functions C“" (@) of the isotopic realization
of a Lie group G* verify the identities

&k + G =0, (55a)
CuCr, + GG v CH Gy + (8, X1 + [6 X0 + [6, X0 = 0.
(55b)

The exponentiation from the Lie algebra to the Lie group can now be

formulated in terms of the /sotopic image of the exponential law (37),
i.e”so

G: e¥%; |, = G*: e’ [ (56)

59 The proof that Equations (29)—(36) admit a consistent isctopic generalization
is left to the interested researcher (Problem 5.10).
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which is based on the following rufe of Lie isotopy
G: [X,, X1, = ChX, - G*: [X, X ] = C‘"ﬂ(a)Xk (57)

with consequential /sotopically mapped Baker--Campbell—Hausdorff
formula

eXieXi = gX], X* = gX, (58a)
X* = XF + X5+ 5[ X Xl + 500X — Xp), [Xar Xplgelae + - (58b)

whose existence is ensured by that of the standard realization. The reader
can now see the emergence of the F*-linear combination of the basis
directly in the group composition [aw. Clearly, the enveloping algebra
underlying expressions (57) is the isotope A*(G) of A(G).

A simple example may be useful in illustrating the analysis of this chart.
Consider the one-parameter group of dilations

r=fr, 8) = ér. (59)

The standard generator for this group is given by

5]
X=r—. 60
rdr (60)

f o 62 0)\2
07 (0/2r)y = bl p— ]+ — |l r— + ey = 6% 61
€ r [1 11 (’er) 21 (’ 6r) ]' er (61)

The group compasition law is, in this case, trivial, i.e.,

=) =& = &V, (62)

indeed

Consider now the one-parameter connected Lie group of nonlinear
transformations

eﬂ

r
F=An0) == s , ). = .
r (r. o ra— g(r, 0)f(r, 6) A Ry (63)
with composition law
* —
= 0) = KA /Al s W ’ (64)

or 1-0Q/ -6 1-(0+0)r

We are interested in realizing this group, as a necessary condition of
isotopy, via the generator (60) of the different group (59). This implies the
search for an isotopic function, that is, a function which multiplies gener-
ator (60) to yield the correct transformation law of f* as a solution of
integrability conditions (53). Such a solution, in the case at hand, is
simple and is given by r. Indeed, the isotopically mapped exponential
law (56) yields the correct result

a o] @2 01\2
Oriridfar) = + = 2= 4 o
¢ [1 11 (' ar) 21 (’ or) }

o
1-6r

Thus group (63) can be realized as an isotopic image of group (59).

(85)
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The case considered above is trivial in the sense that all connected one-
dimensional Lie groups are (locally) isomorphic. Thus, to activate the
truly nonisomorphic character of the isotope with respect to the original
group, one needs more than one dimension. Such a case is already pro-
vided by the realization of SO(2.1) as an isotope of SG(3), in Equations
{23) of Chart5.2.

Chart 5.4 Isotopic Generalizations of Enveloping Algebras, Lie
Algebras, and Lie Groups in Classical and Quantum
Mechanics

In this chart we shall first review the conventional realizations of enveloping
associative algebras, Lie algebras, and Lie groups via Hamiltoriian formula-
tions on a cotangent bundle 7*W (classical mechanics) and on a Hilbert
space # (quantum mechanics}. We shall then present their Lie-isotopic
generalizations and show that they constitute a realization of the general-
ized theory of Charts 5.1-5.3.

The techniques of the Inverse Lie Problem presented in these volumes
have established the universality of the applicability of Lie's theory to alf
local Newtonian systems satisfying certain topological conditions,
without any restriction on their dynamics. In patticular, the universality
resulted in being of twofoid nature. The first, essentially along Lie's original
intuition, is established by Theorem 6.2.1 on the Indirect Universality of
Hamiltonian Formulations. The second is that established by Theorem
4.5.1 on the Direct Universality of Birkhoffian Formulations, in which the
universality is achieved without the use of the transformation theory. In
this latter case, the underlying mechanics is necessarily of the generalized
type, according to the following main lines

Birkhoffian
representation
Hamiltonian
representation
a* - St a) T Fi(t, a) =0, (1a)
I;ka pk p ) ( 0 )
i k) - =0, 1b
(pka) (ffscf,\(fr r, p) FNSA(t, r, p) (1b)
OH(t,
2t a) = o e, (10)
da
ORY QRO | -\
u o= a8 _ z 0 = . 1d
® O 0a®  oa’ ) ! R%=(p. 0) (1d)
0B (t,
T“(z, a) = B*(t, a) + F*(t, a) = *"(a) —6%;6—), (1e)
dR. AR |-\
Q*(a) = £__——= ) ) 1f
(@) (‘ da*  paf (1f)

k=1,2....N, a=x.v.z;, uv=12...,2n=6N; acT*M.
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A primary objective of this chart js not the indication that the Birkhoffian
formulations constitute a realization of Lie's theory {which would be a
trivial task). Instead, the objective is to indicate that the formulations
constitute & Lie-algebra-preserving generalization of the Hamiitonian
realization of Lie’s theory. A fully similar situation exists at the level of
operators in a Hilbert space, as we shall see.

Part A: Classical Hamiltonian Realization of Lie’s Theory. As reviewed
in Chart 5.3, Lie’s theory in its original conception is a theory of vector
fields on a manifold. The classical Hamiltonian realization of the theory
can therefore be identified via the following steps.

(A.1). The manifold A is assumed to be the cotangent bundie T*Af
{phase space) with local coordinatesa = (r,p),2 = {a*}, k= 1.2,...,2n.

(A.2) The vector fields are assumed to have the following Hamiltonian
structure

_ _ .0G.(a) o
e = 00 5 = e o @
where the G's are given functions on T*M.

(A.3) The universal enveloping associative algebra of the vector fields
has therefore the basig®?

0 XX XXX (3)
isf iSisk
All other features of the theory can be derived as consequences of the

above assumptions. In fact, from Lie's First Theorem, one ¢an derive the
following canonical realization of the infinitesimal Lie transformations

3G,

g — a't = gt + Grer .
0a"

4

From Equation (36} of Chart 5.3, one then has the canonical realization
of the Lie transformation groups

oG, o
G: "%k = exp(ﬂ"w“" bak ba") (5)

which, in view of the convergent power series expansion,

g g6/
KXy =
et Xk 1]+1|X + — 21 X,.XI.+ . (6)

is clearly defined in the enveloping algebra &. The vector field character
of realizations (2), (4), and (5) is self-evident.

Not equally self-evident is the realization of the Lie-algebra product in
terms of the conventional Poisson brackets

G: [G,, G lus = (G, G) — (G, G) =CLG, (7a)
(G,. G) = ?)%g_ = nonassociative (7b}

%1 Note that the element 1 is the unit, trivially, because 1 X, = X, and X, 1=
0 + X,. Needless to say, the field of Hamiltonian realizations is the real R.
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which, as indicated in Chart 5.1, has a nonassociative envelope. Thus it is
not of the same algebraic type as the conventional Lie rule (25) of
Chart 5.3, i.e,

G [X, X = XX, - XX, = CkX,. (8a)
X, X, = associative, (8b)
X, = o 96, i (8c)

! da* da*

Realization (7) clearly calls for the Lie-admissible generalization of
Lie's theory indicated in Chart 5.1 (that based on the nonassociative
generalization of the enveloping algebra}. With the understanding that a
considerable amount of research remains to be done in order to reach a
true technical understanding of the replacement of realization (8) with
the conventional (7), we limit ourselves to the indication that the re-
placement appears to be in line with general property (14) of Chart 5.1,
that, given a realization of a Lie algebra via a nonassociative envelope, an
equivalent realization exists via an associative envelope, and vice versa.62

For completeness, as well as subsequent needs, we move now to a
more detailed consideration of realization (4). Consider the one-param-
eter, contemporaneous transformations on 7*4/,

2 — g™ = " + SOGH(L, a), (9

where the G's are analytic functions. The conditions that the transforma-
tions are identity isotopic with respect to the canonical Lie tensor (that is,
canonical as per Definition 5.3.1) are given by

o0G"  oG*

i 22
aa®  as°

o™ = [a% G'] + [G* a] = 0. (10

The use of the converse of the Poincaré lemma allows the computation of
an explicit solution in the G* functions,

oG
G"':wwa—a.ﬂ: [a‘u.- G]r (11)

as well as the identification of the integrability conditions for transforma-
tions (9) to be identity isotopic, which can be writtent3

[e% [&" G]] + [&" [G, &"]] + [G, [a* &”]] = 0. (12)

By inspecting these latter equations, we conclude that the Jacobi
identity can be interpreted as the integrability conditions for infinitesimal
transformations to be canonical. This establishes an additional significance
of the Jacobi identity in Newtonian Mechanics, besides characterizing
the algebraic structure of Hamilton’s equations. Integrability conditions
(12) also indicate that the Lie algebra laws are at the very foundation of
the infinitesimal canonical transformations.

82 This is a conjecture at this time; that is, we know of a number of cases in which
the property is true, but we do not know whether it is a general property for all
possible realizations of Lie algebras.

63 See Problem 5.12.
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Each given infinitesimal canonical transformation characterizes a
variation of a dynamical quantity in phase space, say A(a), given by

5A = A(a + 8a) — A(a) =%53“=5B{A, Gl. (13)

However, infinitesimal first-order variations are first-order differentials
(Section 1.1.3). We can therefore write

dA
—5 = 1A 6l (14)

The scalar function G of Equations (13) or (14) has a rather crucial
methodological function. It is called the generator of the infinitesimal
canonical transformation, in the sense that, whenever such a function
is assigned, a (unique)} infinitesimal canonical transformation is then
characterized via either rule (11) or {(13). \

We now review the following most important cases of infinitesimal
canaonical transformations.

(8) Infinitesimal time evolutions. Assume that

of = 4t, G =H. (15)
Then we can write
(qu = 5t[qk, H] = 5tdk'

dp, = otlp,. H] = 54_"71(' (16)
34 = §t[A, H] = 6tA.
Thus the infinitesimal evolution in time of a Newtonian system represented
by the Hamiltonian H can be described via an infinitesimal canonical
transformation with the Hamiftonian as the generator and ot as the

parameter.
(b) Infinitesimal space translations. Assume that

80 = ¢, G=p, i=fixed. (17)
Then we can write
dg*t = oq’'[g*, p,] = ég*,
6p, = 8q'lp,. ;] = 0, (18)

64 = 0914, p] = 50’ .
og’
Thus an infinitesimal translation in the g/ component can be described
via an infinitesimal canonical transformation with the generalized mo-
mentum p, as generator and éq’ as parameter.
(c) Infinitesimal space rotations. Assume now that

68 = du, G=M,=xp,~ vp,. {19)
Equation (13) produces the known expressions of infinitesimal rotations
in a plane
= - = — 5 ,
ol Ll B (20)
‘ ép, = p,do.
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More generally, we can state that an infinitesimal rotation da along an axis
n in a three-dimensional Euclidean space can be described via an in-
finitesimal canonical transformation whose generator is the component
of the angular momentum afong n, M - n, ahd whose parameter is da.

We move now to a more detailed study of realization (5). Under
infinitesimal transformations (4), the local variables transform according
to the rule

da*
ra
Consider a (finite) canonical transformation to a new set of variables, say,
a% . By recalling that these transformations are identity isotopic with respect

to the conventional Poisson brackets, we can write (for details, see
Sudarshan and Mukunda (1974, pp. 51-54)):

[a G]m)l K= L 2,..., 2n. (21)

d M
=0 = [8"(ag): G'(a5)](a - G'(a,) = Gla(ay)). (22)
Howaever,
aG
0 =[G, G] = G'(ay) = Glag). {23)
Woe can therefore write
da*
—7 = [83,). 6(ag)] (24)

The above equations can be interpreted as a system of 2n, first-order
ordinary differential equations in the unknowns a* with a% as the initial
conditions. Under our smoothness assumptions, a formal solutlon can be
written via the power-series expansion

92
a* = a} +—[a.,. Glog + 5 [1#5, Gliygyr Gl ++ -+ (26)

which represents the construction of a finite cancnical transformation,
ap — 8", via an infinite number of successive infinitesimal transforma-
tions. %4

Expansion (25) is customarily written in the closed form (B), i.e.,

oG 9
a" = exp (Bcu“'Jﬁ > Oa“)ao' (26)

The extension of Equation (26) to theé transformation of an arbitrary
quantity in phase space is immediate and looks like

A{a) = exp (Bw“ﬁ G 9

337 327 )A( ag). (27)

Suppose now that

0=t G=H, at = a®| (28)

t=tg’

84 On a comparative basis with expansion {(6), note that expansion (25) is on a
nonassociative algebra, while (8) is on an associative algebra. It is remarkable that,
despite this difference, the final exponential form is the same.
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Equations (26) and (27) then become

oH o

a*(t) = exp (tco i 337 Oa") aL, {29a)
oH O

A(E) = exp (twﬂﬂ 3aF g)A(ao) (29b)

Thus, besides infinitesimal time evolutions (18), a finite time evolution of a
Newtonian system represented by the Hamiltonian H can be obtained via
an infinite succession of infinitesimal canonical transformations with the
Hamiltonian as generator and time as parameter. The extension of this
occurrence to other finite transformations of physical relevance is
immediate.

Part 2: Classical Lie-fsotopic Realization of Lie's Theory. As indicated
in Chart 5.3, the Lie-isotopic generalization of Lie's theory is a theory in
which the vector fields on manifolds of the conventional formulation
remain unchanged, and only the associative product of the envelope is
altered in an associativity preserving way. With respect to steps A.1, A2,
and A.3, we can therefore characterize the theory via the following
assumptions.

(A*.1) The manifold 7*4 and, most importantly, the local variables of
the Hamiltonian formulation remain unchanged.

(A*.2) The vector fields X, and the parameters 6% of the Hamiltonian
formulation also remain unchanged.

(A*.3} The universal enveloping associative algebra & of the Hamilton-
ian description is changed into the isotope characterized by Theorem 2
of Chart 5.2 and Theorems 4, 5, and 6 of Chart 5.3, i.e., %5

SR X Xox X Xox X kX oo, {30a)
IES iSjsk

X, x X, = X,g3X_, (30b)

det{gr) + 0 X, = w* Ei (30c)

! 0g® 0a*’ /

The fact that the Birkhoffian generalization of Hamiltonian formulations
is a realization of the theory is established by the following isotopic
interpretation of the Birkhoffian vector fields according to rule (44) of
Chart 5.3, i.e.,

3G, 8 3G,
—_— = CO —
da* 0z~ kY 3 aa

= X, (31)

X* = Qw(a)

where, of course, the g's verify the integrability conditions of Theorem 5
of Chart 5.3.

85 Note that we have omitted the functions g/ on the left of the elements
X, X, x X,, etc. This is permitted because the basis is defined via F*-iinear com-
binations, that is, combinations via functions on the base manifold (Chart 5.2). Note
that the element 1 /s not the unit, but rather the weak unit {(Myung and Santilli
_(1979)).
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We shall say that assumptions A*.1, A*.2, and A*.3, with the isotopic
functions characterized by Equations {31), characterize a classical Lie-
isotopic (that is, Birkhoffian) realization of Lie's theory. All other features
can be obtained as a consequence of the specified assumptions. For
instance, from Theorem 4, one can derive the following realization of
infinitesimal Lie-isotopic transformations via generalized canonical
transformations

a* — a™ = a* + JgkQ b—ff. (32}

Similarly, from Equation (56) of Chart 5.3, one has the following Birk-
hoffian realization of the Lie-isotopic transformation groupss¢

K 14 2%
G*: e =1+ L 1*|X* A *z)r(k) +- (33)

which is clearly defined in o/*.

We do not exclude the reinterpretation of Equations {30) or (33) as
providing a realization of the conventional formulation of the enveloping
algebra and of Lie's theory, that based directly on the Birkhoffian vector
fields X{. In fact, this interpretation is quite natural. However, we are
primarily interested in identifying tools for the theoretical treatment of
the physical implications of non-Hamiltonian forces, and this can best be
done by identifying the departures from Hamiltonian formulations, as
indicated earlier in this chart.

The Lie-isotopy applied to rule (7} vields the Birkhoffian realization of
Lie algebras

G*: [G,. G

GPB

= (G, G)* - (G;: G)* = C&(a)G,, (34a)
(G, Gf.)* = nonassociative isotopic (34b)

which, again, has a nonassociative envelope. The corresponding associa-
tive isotopic rule is given by

G*: Xy Xl = X6 X, = X, % X, = Ch(a)X, (3ba)
X, » X , = associative isotopic. (35b)

The argument is now clear. Since rule {34) is characterized by the
nonassociative isotopy (G,, G) — (G,, G,)*, we must have, for con-
sistency, a correspondmg associative |sotopyX X, = X, » X,. Nevertheless,
let us state again that a full understanding of the transition from rule (35)
to (34) will be achieved only after the development of the Lie-admissible
generalization of Lie's theory.

We move now to a more detailed study of the infinitesimal transforma-
tions (32) for the intent of showing that they provide a step-by-step
generalization of the infinitesimal canonical transformations.

88 Expansion (33} can be written in a number of ways. Explicitly, the expansion
reads
OigiX  BgiX,0giX,

+ ir oy s 4.
! 11 21
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The conditions that transformations (9) are identity isotopic with
respect to Birkhoff's tensor Q**(a) (that is, generalized canonical as per
Definition 5.3.2 or 5.3.3) can be written

[a®, a"1f, = (a), (386)
and, to first-order in the parameters, are given by
oG  aG* o0
Qe + QFY + 9 = Q.
0a*  da* G daf 0 (37)

Thus, compared with the Hamiltonian case (10), we see the appearance
of an additional term due to the a dependence of the Q—tensor. Despite
that, the generalization of the Hamiltonian case is straightforward. The
use of the converse of the Poincaré Lemma yields the solution

oG

G = Q» .
oa®

(38}

The function G can therefore also be called the (infinitesimal) generator
of the transformation.

The integrability conditions are then predictably given by the Jacobi
law for the generalized product, i.e.,

[¢% [&" GI*]* + [&", [G, &T1*]* + [G, [a" &"]*]* = 0. (39)

As a direct generalization of the Hamiltonian case, we have the following
variation of a function A(a) on T*M

0A
= o= *
0A = — d8a" = S01A, GI*, (40)
with the following important cases.

1. The Birkhoffian 8 can be interpreted as the generator of the
infinitesimal translation in time

5A = 5t[A, B]*. (41)

2. The linear momentum component p, can be interpreted as the
aenerator of translations in the g component

A = 3g%[A, p,]* (no sum). (42)

3. The angular momentum component M - n can be interpreted as
the generator of a rotation along the axis n

SA = sa[A, M - n]*. (43)

The Birkhoffian generalization of the finite transformations (28) is also
straightforward, Transforma_tions (32) imply
da*
e & GIf,. (44)
By repeating the analysis according to Equations (23)—(25), one reaches
the formal solution

8 82
akt = 3‘6 + ﬂ [a‘(‘).l G](*ao) +2_! [[a%: G]E’;)J G]* L (45)
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which can be written in closed form (33}, i.e.,

OGG)

" (46
22’ 33" 7 (46)

o}

aG o
ah = exp (Gg(a)m“" )

a”—exp(ﬂ*cu“” 557 52

gla)a*? = Q5.

Thus, as it oceurs for Hamiltonian formulations, the finite time evolution
of Birkhoffian vector fields can be obtained via an infinite succession of
infinitesimal generalized canonical transformations with time as the
parameter and the Birkhoffian as the generators, i.e.,

, 0B 9 -
a"(1) = exp (t = 0 37 30 ) a (47a)
;08 9
Afa) = exp(t r ol o ) Aa,). (47b)

The direct universality of the above time evolution from Theorem 4.5.1
should be kept in mind.

We move now to an aspect of our analysis which is particularly im-
portant, both classically and quantum mechanically. It is given by the
identification of the implications of nonpotential forces in the algebra
of physical quantities.

We shall conduct the analysis for the algebra which is at the foundation
of Galilei's (as well as Einstein's special) relativity: the algebra of the
group of rotations SO{3) in an Euclidean three-dimensional space
M = E(3). First, let us consider the conventional Hamiltonian case for
closed self-adjoint systems i.e., conservative systems (see Section 6.3 for
detarl). In this case the Lagrangian and Hamiltonian have the conventional
structure

Lconv = free(r) + Llnt( ); Hconv = free(p) + Hint(r); ) (48)

tot tot
the canonical momentum coincides with the physical linear momentum
p = pean = oLeonv/aE = pehvs = mf; (49)
the canonical angular momentum also coincides with the physical one,
M = Mear = r x pean = Mphvs = ¢ x mi (50)
yielding the transformation rule
5A =86 - [A, M],,. (61)

The canonical realization of the Lie algebra and of the Lie group of rotations
are then given by the familiar rules

SOQM): (M, M,y = e My, ij=xy.2 (52a)
oM, o
k@B 7 K = 2
S0(3): exp(O ot~ Oa“)' a=(rp) (52b)

where the 's are Euler's angies.

However, as indicated a number of times, the |n5|stence on the preserva-
tion of equations of conservative type is literally equivalent to the accept-
ance of the perpetual motion in our environment. When excessive approxi-
mations are avoided, the systems are closed, essentially non-self-adjoint
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for which the canonical formalism is not directly applicable, yet conven-
tional total conservaticn laws are valid (Section 6.3).

We are interested in achieving a theory of rotations for the latter systems
which, while being still of Lie type, is formuiated in terms of quantities
possessing a direct physical meaning. Both conditions are achieved by the
Lie-isotopic/Birkhoffian formulations under which the transformation of
physical quantities is given by

514 = 59 * [Ar M]épgf (53)
while the isotopically mapped Lie algebra and Lie group are
S0*(3): (M, M]&.e = Clla)M,, (54a)
oM, 9
%* . kOy2f &
SO*(3): exp (6 Q*(a} 357 Oa“)' (54b)

The important point is that, in the transition from the theory of rotations
of closed self-adjoint systems to that of more general closed non-seif-
adjoint ones, all physical quantities, r, p, M, etc., remain unchanged. Once
this point is understood, one can see the implications of the nonpotential
forces for the theory of rotations. In fact, isotopes (54) depend explicitly
on the nonpotential forces and vary from system to system. Also, recall
that, in general, $0*(3) /s not isomorphic to $0(3), as expected. Finally,
recall that SO*(3) is a covering of $SO(3) in the sense of footnote 24, as
desired.

The extension of isotopes {54) to other transformations, such as
translations in space and time, boosts, etc., then leads to the notion of
isotopic generalization of Galilei’s group. The further conditions that
such a group leaves invariant the system leads to the /sotopic generaliza-
tion of Galilei’s refativity of Section 6.3.

The relativistic extension of these ideas is under study.

Part 3: Quantum Mechanical/Heisenberg's Realization of Lie's Theory.
For completeness, we briefly indicate the main ideas of Heisenberg’'s
Mechanics when seen from the viewpoint of the preceding analysis. With
the understanding that the rules given below are insufficient for the
characterization of quantum mechanics, those relevant for Lie's theory
and its physical interpretation are the following.

(B.1) The carrier space is given by a Hilbert space # and Hermitian
operators f, p, H, M, etc., possessing a unique, direct, physical interpreta-
tion (position operator, linear momentum operator, energy operator,
angular momentum operator, etc.).67

{B.2) The vector fields of Lie's theory are realized via said Hermitian
operators

X, > X, (55)

67 No rigorously established rule exists for identifying the physical meaning of
given operators. The issue is settled either via an ad hoc assumption, or, more
credibly, via arguments of similarity with the classical case. In this latter case, the
complete set of observable must be taken into account. For instance, the operator
A = id/0r cannot be claimed to represent the physical linear momentum unless the
Hamiltonian operator has the conventional structure A = 352 + V. In fact, if the
Hamiltonian has a generalized structure, say 4 = gf(F)F + C(F), one can establish
that the classical quantity p does not represent the linear momentum. Regardless of
whether or not one uses the realization p = i0/0r. the mathematical algorithm 5
cannot represent, for consistency, the quantum mechanical linear momentum.
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(B.3) The universal enveloping associative algebra is then given by%8
g1 Ky KXo XXXo..o.. (56)

. ils,"} igisk
Unlike the Hamiltonian case, the enveloping algebra identifies directly,
without redefinitions, the Lie algebra of the observables
G: [X;: X157 = CEX,. (57)
Explicitly, in this case we do not have to reinterpret Lie's rule of associative
Lie-admissibility, Equations (8), with Hamilton's rule of nonassociative
Lie-admissibility, Equations {7}. In fact, the universal enveloping associa-
tive algebra & truly sets the entire realization of Lie's theory, beginning
with the Lie algebra G as the attached algebra &7/~
The realization of Lie groups is then given by the following unitary
transformations
G: A" = e0* % | 3 Ae-i0" Ry | 2. (58)

Again, a subtle but important difference with the Hamiltonian case exists.
The carrier space on which Hamiltonian group (27} acts is a conventional,
one-sided module {aleft module, according to the conventional application
of expansion {5) to the right). The carrier space on which Heisenberg's
group (58) acts, is actually a bona fide two-sided module.62 In fact, both
the left and right actions are needed to reach, in this case, a Lie algebra
in the neighborhood of the identity.

We hope that these remarks indicate the structural differences between
Hamilton’s and Heisenberg's realizations of Lie's theory. In turn, these
differences may be of value in understanding the lack of achievement until
now of a resolution of the problem of quantization.43

Keeping an open mind on this, we can say th\at the conventional
realizations of physically relevant Lie algebras in Hamilton's and Heisen-
berg's mechanics are simifar. For instance, for the case of the Lie algebra
of rotations, we have

SO(3): [M,, M1z =ie, M, M=Fxp (59)
which should be compared with rules {52a).

Part 4: Lie-Isotopic Generalfzation of Heisenberg's Realization. For
completeness, we will briefly indicate the rule of Lie-isotopy which was
used by Santilli (1978c) for the generalization of Heisenberg's equations
given by Equations (18) of Chart 5.1 (description of particles in mutual
penetration). Evidently, the isotopy is algebraically similar to that for the
transition from Hamilton’s to Birkhoff's equations and can be expressed
according to the following rules.

(B*.1) The Hilbert space of Heisenberg's formulation, and, more
particularly, the local operators of direct physical meaning F, @, are
preserved, although in a predictable generalized way {Chart 6.1).

{B*.2) The generators )?k and the parameters 8% of Heisenberg's
formulation are aiso preserved in a generalized meaning (Chart 6.1).

(B*.3) The enveloping associative algebra &7 of Heisenberg's formula-
tion is changed into the isotope

g X Xo«X: X=X +Xo- -
X+«X =XTX., T =fixed. (60)

68 The field is now, evidently, that of complex number C.
&9 Santilli (1979c).
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Unlike the Birkhoffian case, the enveloping algebra &#* now directly
characterizes the Lie algebra via the rule of isotopic associative Lie-
admissibility

G*: [X,, X 1. = Ci(a)X,. (81)
The isotopic realization of Lie groups is then given by
Gwe At = ei)?ktaklg‘ﬂe—iok*)?k G (62)

which clearly preserves the two-sided structure on . The isotopic
realization of the Lie algebra of rotations is then given by

SO*(3): [M,, M1, = Ci(B)V, (63)

which should be compared to rule (53).

The nentriviality of the generalization can be indicated via the fact, for
instance, that transformations (62) are not necessarily unitary, trivially
because the operators 7 and X, do not necessarily commute. In turn, the
nonunitarity of the theory confirms that it is the desired "quantum
mechanical image” of the Birkhoffian Mechanics. In fact, as stressed
earlier, this mechanics is of the noncanonical type.

The state of the art on the studies for a possible generalization of
quantum mechanics along the lines under consideration here was pre-
sented at the First International Conference on Nonpotential Interactions,
held at the Université d'Orléans, France, from January 5 to 9, 1982. We
refer the interested reader to the proceedings of the conference (1982),
as well as to those of the preparatory workshops on Lie-Admissible
Formulations (1978, 1981). For a brief and rudimentary review of the
main ideas see Chart 6.1.

Chart 5.5 Darboux's Theorem of the Symplectic and Contact
Geometries

For the reader’s convenience, we formulate here (without proof) Darboux's
Theorem, which plays an important role for Theorem 6.2.1 of indirect
universality of Hamilton’s equations (as well as for quantum mechanical
considerations). We shall present this theorem, first, within the context of
the symplectic geometry, and then within the context of the broader con-
tact geometry.

Theorem 1. (See, for instance, Abraham and Marsden (1967, 1978
edition, page 175.) Suppose Q, is a nondegenerate two-form on a 2n-
dimensional (analytic, for the context of this volume) manifold M. Then
the form Q, fs closed, dQ2, = 0 (and thus symplectic) if and only if a
chart (U, @) exists at each me M such that o(m) =0, and with ¢ =
X, .. X" ¥, .. ¥,) we have

Q,|U =w, =dy, an dx* =10, da* A da* (1)
k=12 ....m wv=12...,2m a={(xy).
— Onxn .—1!?)(!?
@) = (e )

nxn nxn
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The formulation of this theorem in local coordinates has also been
studied by Pauli (1953), and called Pauli's theorm in Jost (1964). In the
language of this volume, this formulation can be expressed as follows.

Theorem 2. Given an analytic and regufar Birkhoff's (symplectic) tensor
on a 2n-dimensional manifold with local coordinates a = (r, p)
oR.(a) oR,(a)

oa" oa"

Q,.(a) = (2)

smoothness- and regulfarity-preserving transformations of the local
variables

a¥ — g% = a'*(a) {3)
always exist under which tensor (2) reduces to the fundamental form, i.e.,

0a”
og”

L .
Qu(8) > O = = 0,0(a(8) 5 = O (4}

It is significant to point out that Darboux’s charts, or reductions {4), are
not unique.

Corollary 2a. The transformations of reduction (4) are always defined
up to the infinite family of all possible canonical transformations.

Indeed, canonical transformations are identity isotopic with respect to
w,; that is, they preserve the values of the tensor w,, (Definition 5.2.1).
This implies the existence of an infinite family of possible transformations,
all capable of performing reduction {4), for each given tensor (2).

Also, the reader should keep in mind that Darboux’s theorem is focal in
character. This is precisely in line with Theorem 6.2.1, as we shall see.
We consider now the extension of Darboux’s theorem to the contact
geometry.

Theorem 3. (See, for instance, Abraham and Marsden (1967, loc. cit.,
1978 edition, page 372). Let (M. 9_2) be an exact contact manifold
(Chart 4.4) with primitive form B 1« dR, = Q,. Then, at each point m ¢ M,

a chart (U, @) always exists with local coordinates ¢ = (', x', ..., X",
Vi .. ¥,) and a function H on M. such that
R U=y, dxk - H(t' x, y)dt. (5)

We have formulated the theorem for exact contact manifolds. As pointed
out in Section 1.1, the condition is essential to compute the action
functional of self-adjoint first-order systems.

Alsg, the reduction customarily considered in the available treatises of
differential geometry is of the particular type

R, |U =y, dxk - dt, (6)

where the Hamiltonian is clearly # = 1. The discrepancy with Equation
(6), however, is only apparent. Forms (5) and (8) are indeed related,
by a cancnical transformation.
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Finally, we should indicate the fact that {whether or not the contact
manifold is exact), the transformations (charts) of Theorem 3 treat time
and the a variables on equal footing; that is, they are of the type

d=(t,a)= (@ r.p)—> 4 =4(a) = ({(r p),x(tr,p), vyt p))
(7
The reformulation of Theorem 3 in the language of this volume is then

self-evident.

Theorem 4.  Given an analytic Birkhoff's tensor in (2n + 1)-dimension
and of maximal rank

38  0A,
0 — +
oa* ot
@,) =| _ 98 (8)
Oa*
OR, | OR. OR,
ot 0a* 0a

analytic and invertible transformations (7} always exist under which the
tensor assumes the Hamiltonian form

A,

N d8° 047
) = (i 8,,(5(87) i)

08" 04"

oH

(9)

Theorem 4 above, once matched with Theorem 4.5.1 (Direct Univer-
sality of Birkhoffian Formulations) provides the proof of the indirect
universality of Hamiltonian formulations given in Section 6.2.

In this way we confirm that, given a system which is non-Hamiltonian
in the local variables (¢, r, p) of the observer, the system can be reduced to a
Hamiltonian form in new variables (£, r’, p') via the use of a Darboux’s
transformation and “intermediate use’ of the Birkhoffian representations.
In particular, the new Hamiltonian, if needed, can assume a conventional
form in the new variables, including the “free” form A" = 1p'2. As a
result, Darboux’s transformations are useful for the quantization of non-
self-adjoint systems, in the sense that they permit the use of the con-
ventional Heisenberg's equations (as well as other equations of quantum
mechanics) in the new variables.

However, let us stress that the approach implies the necessary loss of
direct physical meaning of the local variables and the functions defined
on them (e.q., # would not represent the energy of the system). If the
experimenter insists in the preservation of the local variables actually
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used in the measures, one is forced to transform the Hamiltonian repre-
sentations in (¢, r', p'} into an equivalent form in the original variables
(¢, v, p), via the inverse of Darboux's transformation, but this transforma-
tion is noncanonical, as we know from this analysis, and the return to the
Birkhoffian representation is then unavoidable., Needless to say, the
situation which is expected at the quantum level is the use of a nonunitary
transformation under which the conventional associative product of
quantum mechanical operators is mapped into an isotopic form of the
type presented in the preceding charts. In turn, this would confirm that
the quantum mechanical treatment of non-self-adjoint systems appears to
call for a suitable generalization of quantum mechanics, perhaps along
the line of the Lie-isotopic generalization of Lie's theory indicated earlier.

Chart 6.6 Some Definition of Canonical Transformations

A considerable variety of definitions of canonical transformations exists
in the physical and mathematical literature. A few representative definitions
are collected here for the reader’s convenience.

(1) A transformation

g—>qtgp). p—>ptaqp) (1)
is canonical when a new Hamiltonian H'(¢, ¢, p’) exists for which
., OH . o
= _’r p = - m.....'_.
op oq

This definition was adopted, for instance, by Goldstein (1350,
page 239) and by Landau and Lifshitz (1960, page 146).

(2) A transformation (1) is canonical when the difference p, dg'*
- p,dg* is the total differential of a function. This definition was
adopted, for instance, by Whittaker (1804, page 234).

(3) A transformation (1) is canonical when the identity

ép'dq’ — dp'dq’ = dpdg — dpég

holds for any two independent variations ¢ and d. This definition
was adopted by Pars (1965, page 434).

(4) A transformation (1) is canonical when it is canonoid with
respect to all Hamiltonians. This definition was adopted by Saletan
and Cromer (1971, page 188).

(6) A transformation (1) is canonical when the fundamental Poisson
(Lagrange) brackets transform contravariantly (covariantly) and
invariantly. This definition was adopted, for instance, by
Sudarshan and Makunda (1974, page 40).

(6) A transformation (1) is canonical when it characterizes a Lie
identity isotopy (symplectic identity isotopy) of the fundamental
Lie tensor ™ {of the fundamental symplectic tensor w,,). This
definition was adopted by Santiili (1978¢) (see also Section 5.3).

{7) Let (M, w,) be a symplectic manifold and (R x"M, &,) the
corresponding contact manifold. A smooth mapping F: R X M
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— R x Nis called a canonical transformation if and only if each of
the following holds: (i) F is a diffeomorphism; (if) F preserves
the time, i.e., F, ¢ = t; and (jii) a function Kr e6”(R x M) exists
such that £, d', = @, + dKx A dt. This definition was adopted,
for instance, by Abraham and Marsden (1978, page 138), or
Loomis and Sternberg (1968, page 560).

(8) A diffeomorphism 7*(M) = U, % U, < T*(N) that takes the
fundamental sympiectic form Wzly, 10 waly, is called a focal
canonical transformation. If U, = U, = T*(M', then  is called
a canonical transformation. This definition was adopted by
Thirring (1978, p. 78).

It should be stressed that these definitions are not equivalent among
themselves.

For instance, Definitions (1) and (5) are not equivalent, but Definitions
{5} and (7} are equivalent. Note that, to incorporate Galilei's transforma-
tions,” one can generalize Definition (7) above to the form F,dt = dt on
R x T*M. Similar generalizations hold for other definitions.

Chart 6.7 lIsotopic and Genotopic Transformations of Variational
Principles

As is now familiar, the Fundamental Analytic Theorem establishes that
the conditions of variational self-adjointness are the integrability re-
quirements allowing a (quasilinear) second-order system of differential
equations to be directly represented with a conventional action principle,
such as Hamiltorr's principle. For the case of unconstrained Newtonian
systems in Euclidean space, we have the ordered direct representations
of systerns with potential forces?0

4
SA(E,) = [5 J‘ ? deLconviy, r, i)](Eo)
t
ty o Qlconv Olconv
= _ de| {55 _ 9ot k
L [(dt ok ot )SA o }(E") W

il

]

- j atfmi, = i (¢, v, ©)]gnlE Q) drk(E,) =0,

g
Lggpv =L A0+ L (e 8)=T() - UL r i)

The idea that all forces are potential implies an excessive approximation
of nature.”’ The inclusion of nonpotential forces is therefore necessary
for more closely representing the Newtonian physical reality. Theorem
A.1.1, which covers indirect Lagrangian representations, permits the

7C A review of the calculus of variations with particular reference to variational
principles is provided in Section 1.1.3.

71 The restriction of mechanics to descriptions of type 1) is essentially equivalent
to the acceptance of perpetual motion in our environment.
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representation via a conventional action principle of a class of systems with
potential and nonpotential forces according to the structure??2

SA*(E,) [5 rz deiger(t, , r)](Eo)
1

2 [{d oLssp oLgen
- i tot _ tot st L (E
J.” g [(df oFk ork )SA r:l( o)

- f ? dt{hi(t, r, EY[{mF; — £,(L, v, F))ga — Fi(t 0 Y] ysatsa

X (E,)rk(Ey) = O
Logo =L \(tr. i)

tot

free(i) + Lint, II(“'lr r, I.‘) (2)

The equations emerging from these representations, however, are not
in the form originating from Newton’s second law but in an equivalent
form, characterized by a regular matrix of multiplicative functions {called
the self-adjoint genotopic functions in Section 4.4). This often creates
uneasiness in students without a sufficient exposure to nonpotential
interactions.

In this chart we shall show that the indirectness of (2) results from
unnecessary restrictions on the &-variations. If these restrictions are
lifted, then more general variations exist (denoted by §*, to be identified
shortly) under which all non-self-adjoint systems verifying the inte-
grability conditions of Theorem A.1.1 admit the ordered direct representa-
tions

SHAR(E,) [5* rz del 3zt v, i’)] (E,)
I

an gen
_ j’ dt|:(d OL?:t al-tzt) 5*!"] (EO)
. dat oF 0 sA (3)

- j DAL, — ot n B = Fiolt )] ea

x (E Yor%(E ) =0

proposed by Santilli (1 9770) for the field theoretical case, and presented
here for its Newtonian version.

The transition from principle (2) to the generalized form (3) |mpl|es a
transition from a self-adjoint variational principle?2 1o a non-self-adjoint
form. For this reason the transition is called here a non-self-adjoint
genotopic mapping of Hamifton's principle.

To present a derivation of principle (3}, we return to the generalized
coordinates g%, with the understanding that they can represent the
Cartesian coordinates in a given ordering, as well as any other needed set
of variables in applied mathematics, physics, and engineering.

The {first-order) variations dg* customarily used in Analytic Mechanics
are of the simple type

8g% = enk (1), gm0 (4)

72 Principles (1) and (2} are called self-adjoint variational principles {Chart 1.3.3).
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and are often called weak variations in the literature of the calculus
of variation.”® Actually, the variations of a given path g* can have either
an implicit or an explicit dependence in the independent variable, or both,
provided that the desired continuity and end-point conditions are met
(Section 1.1.3).

The explicit functional dependence in which we are interested is of
the type

3g* = (3g%)(t, q. §). (5)

under the condition that the variations verify the fixed end-point properties
éqr"flzs =0, s=1,2, (6)

as well as our continuity assumptions (analyticity in the indicated local
variables74),

Using the language of Section 1.1.3, variations (6) are infinitesimal,
first-order, abstract, and admissible with fixed end points. Among all
their possible realizations, we are interested in the particular form

o*qt = gf(t. q. 4)éq’,  det(g)) (@) # O, o' =en'(). (7)

When these variations are computed along a possible path, they
recover the customary dependence in the independent variable only,
but now of the " transformed " type

3*qH(Eg) = g5 4. §) [, 80 (1) = hE(BdI(Y)
= sgh () (t) = ep*(2).

It is easy to see that variations (8) verify the fixed end-point conditions
whenever variations &g* are those of the conventional Hamilton's
principle. Also, under the assumed regularity condition of the g matrix,
variations {8) are "invertible” in the sense that they aliow the formulation
of the conventional {weak) variations

8q%(t) = hK(t, q. §)6*' (L q. ), (=@ (9)

The proof of the following reformulation of the fundamental lemma of
the caleulus of variations (Lemma [.1.3.1} is then trivial.

(8)

Lemma 1. [/f the functions Bi(2) and gi(t). i, k=1,2, ..., n, are of
(at least) class ¥° and det(g) # 0 in the {closed) interval [t,, t,], and if

j 2 g (DBt (8) = 0 (10)

for all functions n* (t) of (at least) class €9 in the same interval, which are
identically null at end points

() =0, s=1,2, (11)

73 See, for instance, Ewing {1969, page 90).

74 These smoothness propetties are highly rendundant from the viewpoint of the
calculus of variations. Indeed, the proper treatment of the so-called Wejerstrass
necessary condition for an extremum demands the use of variations of only class
%9, in order to allow for the presence of corner points. Nevertheless, the analyticity
of the variations in their local variables is in line with the general treatment of this
volume.
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then
gnpM =0,  k=12...,n (12)
for all values t e (t,, t,).

The following condition for all variational principles with fixed end-
points will be tacitly implemented:

*ge ' = sxgr, (13)

The lemma permits the non-self-adjoint genototopic mapping of
Hamilton's principle (Santilli, foc. cit.)

2 d ol oL
ot g"(w—__——.) ] EogH(E)y = 0. (14)
1 l: Ndtog 0g'/, NSA( 0090

The underlying analytic equations are Lagrange’s equations, not in their
conventional (self-adjoint) form (14), but rather in the egquivalent
non-self-adjoint form75

. L oLt g, q) ol(t g q)
(L q. - - - - = U
{gk( 7 q)[dt og’ og’ SAJ NSA 0 (19)

The representation of non-self-adjoint systems as in (3) then follows from
the identification of the matrix (g}) with the inverse (#%)-1 of the matrix
solution of Principle (2), acecording to the rule

S*A(E,) = —J'

t

fd oL oL - .
[g;((z é_ff - d_qi)SA:INSA = 1% [h":(Ai’qI + Bi)NSA]SA}NSA

= (A,¢' +B 0. (16)

KInsa =
An application of the techniques of this chart which deserves mention
is the transitfon from the Inverse Problem (based on Lagrange's or
Hamilton's equations without external terms) to the equations originaily
conceived by Lagrange and Hamilton, with external terms (see footnote 5
of the Introduction). As the reader can verify, these latter equations are
non-self-adjoint for all external terms F, which cannot be derived from

a potential, i.e.,
d oL oL
_——— - F, =0Q. (17)
dt orke  arke fo, ? Insa

75 The case of degenerate equations of this type is intriguing from the viewpoint
of the theory of systems with subsidiary constraints. Indeed, the degenerate character
can be achieved by

1. a degenerate Lagrangian £ and a regular matrix (g);
2. aregular Lagrangian £ and a degenerate matrix (g); or
3. adegenerate Lagrangian £ and a degenerate matrix (g).

These cases are not studied in this volume. Equivalence transformations of Lagrange’s
equations have been studied by several authors; nevertheless, their analytic character
(that is, their derivability from a variational principle) has been pointed out, appar-
ently for the first time, by Santilli (1977¢).
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As result, the transition under consideration can best be studied via the
formulation of the [nverse Problem in terms of the non-self-adfoint
equations (15), according to the direct representations

LfdoL ol _(geL oLy .,
Te\ Gt am ot ), fysa - L\ ORe o), kel

mfy = fiadsa = Fralnsa- (18)

For a study of this transition see Santilli (1978c¢). In this way we reach the
conclusion that Lagrange’s equations with external terms can be derived
via a non-seif-adjoint, genotopically mapped principle

ta to d ofconv Qfconv
&* J dt Lyer = —J' dr{m tot . _tot —FJ dgk=0 (19)
t ot e, LI OG og* Insa

provided that they are non-essentially non-self-adjoint. This derivation
should be compared with the alternative forms available in the current
literature 78,

The generalized principle (14) does indeed achieve the desired
objective. In fact, the principle permits the representation of (a class of)
Newtonian systems with nonpotential forces as they originate from
the second law, in the coordinate and time variables of the experi-
menter.?7 |t should be stressed that (14) does not enlarge the class of
systems verifying Theorem A.1.1. In fact, the integrability conditions of
this theorem are the integrability conditions for the existence of principle

(3)_78
The direct universality can, of course, be reached by applying the
techniques of this chart to Birkhoff's equations. Leta, § =1,2,..., 2n, be

the local coordinates of the cotangent bundle 7*Af (or, equivalently, the
78 For instance, Goldstein (1950, pp. 38-40), proposes the following principle

tr ta fd oL oL
of s m=- | dt(Eo_w”&F_F")éqk:O' Wehae @
1 T

which however holds only under the subsidiary condition
SW = F, 3q~. (b)

Thus, principle (a) is not a conventional variational principle as commonly under-
stood. On the contrary, pringiple (2) achieves the representation of a nonconservative
system via a conventional variational procedure. Only the structure of the Lagrangian
is generalized in line with the calculus of variations {Section 1.1.3). The objective of
this chart was therefore to achieve direct analytic representations of nonconservative
systems without recourse to procedures, such as subsidiary constraints (b), outside
the conventional formulation of the calculus of variations.

77 Variational principle (14) illustrates more clearly an aspect of Section 1.3.4
to the effect that analytic representations of Newtonian systems of  particles in a
three-dimensional Euclidean space demand, in general, the knowledge of (3V)2 + 1
funetions, {3/} 2 factor functions, and a Lagrangian. The proof that the matrix of the
factor functions of principle (14) induces, in general, a non-self-adjoint structure,
is an instructive exercise for the interested reader.

78 The reader interested in variational probjems (rather than variational principles)
should keep in mind that in this chart we have simply proved the equivalence of the
genotopic or isctopic images of Hamilton's principle with the conventional version
of this principle. The extremal aspect of the analysis, particularly the implications of
variations (8) for the necessary or sufficient conditions for an extremum, will not
he considered here.



Trasnformation Theory of Birkhoff’s Equations 193

dynamic space defined in Section 4.5), and [et A(fo) be the Pfaffian
action (4.2.14). Then principle (14), when reformulated for Birkhoff's
equations, reads

S*A(E,) = &* Jrzdz‘[ﬁ’ﬂ(t, a)a* ~ B(t, a)l{E,)
5]

f2 oR, OR, 0B  0OR, -
dt{gv I:( : - ;)a‘a - ( ¥ - ‘)} } 5an(E ) -0
_[1 “[\oa* oa 02" Ot [ snlnsa 0

1l

(20)
and implies the following direct universality for first-order systems:
~ t ~
S*A(E,) = J “dt[an — =(t, 8)]0a,(E,)
t
2 Fon = Pendim or ~
= dt, ka ka k ( k‘?)(f)=0,
-[1 Pea ~ 35t 1. p) — FESA(L Y, ) \dp,, ) °
e e e -
(21)

that is, the direct representation of non-self-adjoint first-order systems in
their contravariant form, originating in the reduction from the second-
order form {Section 4.1). Representation (21) evidently occurs when
matrix (g} is the inverse of Birkhofi’s matrix {€,,).

The non-self-adjoint character of (20) permits a number of additional
applications. We mention here the direct representation of the Birkhoff-
admissible equations via a Pfaffian action principle which we write in the
notation of Chart 4.7:

t
FHAE) = j 2dt{gf,[gm(t, a)é* — eg(t; 2) _ORQ a)} } sa(E )
t oa ot saJNSA
t
= j Zdt{Sm(t, a)é" - M} sa"(E)) = 0. (22)
0 0a NSA

The algebraic implications are as follows. The conventional 3-variations
in Pfaff's principle (4.2.15) characterize covariant equations (Birkhoff's
equations) whose contravariant form has a Lie algebra structure (when
the R functions do not depend explicitly on time). The generalized *-
variations in (22) characterize covariant equations (the Birkhofi-admissible
ones) whose contravariant forms have instead a more general Lie-
admissible algebraic structure. Actually, we see that all Lie-admissible
equations can be derived via a Pfaffian principle, provided that they verify
the locality, continuity, and regularity conditions considered here.

As concluding remark, recall that the existence of a representation
for a Newtonian system within a fixed system of local variables demands
that the implicit functions of both the equations of motion and the analytic
representation coincide. This condition is satisfied by all analytic
representations considered here and ensures the preservation of the
solutions in the transition from the equations of motion to their analytic
representation. This is the mathematically essential part of the Inverse
Problem. The way in which the equations of motion are written (whether
in the form originating from the second law or in an equivalent form) is
purely a matter of personal preference, and not of mathematical rigor. In
fact, replacing a direct representation with an indirect one and vice versa,
can be accomplished through the degrees of freedom of the variations.
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EXAMPLES

Example 5.1

For later need, it is useful to recall the following examples of canonical transformations
identified in currently available textbooks on the subject.

(a) Identity transformation g* — q* = ¢* and p, — pj, = p,. The generating function
(Section 5.2) is

F=F;=¢p. m
(b) Toral Inversions g* — g'* = —g* and p, — p, = —p,. The generating function
is, in this case,
F=F;=—qp} @
{c) Born reciprocity transformations ¢* — q* = p, and p, — p;, = —g* in which case
the generating function is '
F=F =4d¢ (@=4% &)
(d) Born counter-reciprocity transformations ¢ — q¢* = —p, and p, — p, = ¢* with
generating function
F=Fy=—g'g;. @

(e) Scale transformations ¢* — ¢* = ¢’¢* and p,— p, = e”’p, with generating
function is
F=F,=ep. &)

(f? Born scaled reciprocity transformations g° — q* = €'p, and p, - p, = e~ 'g*
with generating function is

F=F, =e*q,. (6)
Note that the transformation
= Fg)osp, p'=F(gsinp Q!
is canonical if
?2—3: =1, F=2g+c) c¢=const, )
in which case
4 =1[2q + )] cosp, p=[2g+ )7 sinp, ®
and the generating function is
F=Fy=—Y%tanp + cp. (10)
The transformation
q =e"Fq) P =e g (11)

is canonical if

o oF
—l[ Y.y 6q] 1, —AFg=g+c, c=const, (12)
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with a solation

1 _
¢ =g+ 0" p= - e g+ o) (13)

Other cases of canonical transformations can be constructed via the methods of
Scction 5.2. Needless to say, an in-depth knowledge of these techniques is essential
before initiating a serious study of the generalized canonical transformations of the
Birkhoffian mechanics, according to the methods of Section 5.3 (see also Problem
3.7.

Example 5.2

In this cxample we illustrate (a) the construction of Hamiltonian representations via
the transformation theory, (b) the need that the transformations are not canonical
whenever the original system is non-self-adjoint, and (c) the capability of Hamiltonian
representations, when achieved, of preserving the derivability from a variational
principle under noncanonical transformations.

The equation of motion in configuration space

F+—==0, m=1 0
is non-self-adjoint, and the equivalent vector field under the prescription p = # i.e.,
N P
-:'-”(a) @s (‘:',u) = (_rz/p)s (a#) = (l"', p) (2)
is non-Hamiltonian.

To construct an indirect Hamiltonian representation we need a transformation of
the local coordinates

(@} =(r.p) = @") =Fwp), i) (3
such that the transformed vector field
— (s aa'! — »
E(@) = (a =.,)(a) @
is self-adjoint, i.e.,
G A ®

A study of the case indicates that 2 solution is given by

g r=rp,  p=ypps 6
under which the self-adjoint vector field is given by
_rf1[2p13_f2
EI ) —_ R 7
@) = () o

The Hamiltonian is then computed via rule (5.1.35), yiclding the expression

1
H(d) = o™ J dt Ej(ta’) = — r'3i2p3i2, ®
]
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It is easy to see that transformations (6) are (necessarily) noncanonical, e.g.,
[ra p](r',p)) = __r13,f2pr1,‘2 5& 1- (9)

In fact, only a noncanonical transformation can turn a non-Hamiltonian vector field
into an equivalent Hamiltonian form.

Now that a Hamiltonian representation has been achieved, it is also easy to see
that its derivability from a variational principle persists under arbitrary noncanonical
transformations (of the admitted class of continuity and regularity conditions). It is
understood here that in the process the Hamiltonian character of the variational
principle is lost in favor of the Birkhoffian (Pfaffian) one.

Consider the variational principle for Hamiltonian (8)

5 f di[RYa)d™ — H'(a)I(ED)

= 5f dt[pr +3 'Sﬂp'm}(ﬁg) =0 (10)

Under the inverse transformation (6), this principle becomes

& f rzdr[Rm(a)ci“ — B(a)I(E) =

(Ra:) - (J.S,f?.p’ }.5,’2 I,‘Z)

B = _2,3!2

by therefore preserving the derivability of the system from a variational principle.

Example 5.3

In this example we shall illustrate how the construction of canonical transformations
via generating functions admits a simple and direct generalization into the generalized
canonical transformations of Birkhoffian Mechanics,

Born reciprocity transformation (Example 5.1) can be constructed via the generat-
ing function

Fy = qq, 1)
and Hamiltonian rules (5.2.16), ie.,
aF aF
= —_—= " 4 = —_——_—= . 2
Framk L ¥ q @

In the transition to the covering Birkhoffian formulations, we have rules (5.3.56).
Suppose, for simplicity, that (R,) = (p, r), r, pe R,. Then, the Iatter rules become, for
the same generating function (1),

aF Ly ) r
ap = al g, g =-——=—q 3)
q

yielding the generalized canonical transformation

g=qp, p=—-. 4
p
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A similarly straightforward generalization occurs for all other canonical transform-
ations, as the reader is encouraged to verify.

Problems

5.1 The analytic treatment of the theory of canonical transformations is generally
done in the existing literature via Hamilton’s principle. Prove that the replacement of
principle (5.2.10) with Holder’s principle (Section I.1.3) in phase space, i..,

Iz
b [ dtlput — 10, 4. PIE) = |pybe* — ESeED)

not only permits a consistent theory of canonical transformations, but that the under-
lying generalization of Identity (5.2.14) permits the joint derivation of (a) transformation
laws such as those for F, as well as (b) Hamilton’s equation in both the old and new
coordinates (which are not derivable via the conventional theory reviewed in Section
52).

5.2 Prove that a Legendre transform reduces the generating function F «{t aq, q)
to (5.2.17).

5.3 Prove that canonical transformations as per Definition 5.2.2 verify the
inversion formulas (5.2.27a)-(5.2.27d).

54 Prove Equations (5.3.6) and (5.3.13),

55 Relormulate the integrability conditions for the existence of canonical
transformations via a particularization of Proposition 5.3.1.

5.6 Identify the transformations which are generalized canonical in the sense of
preserving generalized variational principle (5.3.50), but are not identity isotopic in the
sense of equations (3.3.44). Show that these transformations contain as particular cases,
transformations (5.2.12) and (5.2.13).

5.7 Construct the Birkhoffian generalization of the Hamiltonian generating
functions F,, F3, F,, F5, and F4 along the lines of the method (5.3.56) for F 1

5.8 Prove that the time component of Gatilei’s relativity (Chart LA.I)

a = exp| tow® 0/ ¢ a
= o — —
Pllo da* da*
is always canonical, that is, it is canonical for all possible Hamiltonians.
5.8 Prove the following property.

Theorem. Necessary and sufficient condition for the time evolution
a = explt :“(a)i a
¢ da*

to be noncanonieal, that is, to violate the condition of preservation of the fundamental
Poisson brackets, is that the vector field E is non-Hamiltonian

5.10  Prove that equations (29)-(36) of Chart 5.3 admit a consistent generalization
for the isotopic generalization of Lie’s theory, resulting in exponentiation (56) of the
same chart.
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5.11 The SU(2) Lie algebra of the Pauli’s matrices, when realized on the con-
ventional associative envelope, admits the commutation rules

SUQR): [01.02], = 2igy, [02,63]4 = 2io, [o3,0,] = 2ig,.
Find the operator T of equations (36) of Chart 5.2 as a polynomial expression of the ¢’s.
under which the following isotope SU*(2) of SU(2) holds
SUM2): [61.02]4-=0, [62,03]pe = =2, [o3,6,]4=0.

5.12 Prove that equations (39) of Chart 5.4 are the integrability conditions for
transformations (9) to be infinitesimal generalized canonical transformations. Discuss
the particular canonical case.



CHAPTER 6

Generalization of
Galilei’s Relativity

6.1 Generalizatibn of Hamilton-Jacobi Theory

One of the most speculative yet intriguing implications of Birkhoffian
Mechanics is the possible generalization of Atomic Mechanics (the ordinary
quantum mechanics) into a form specifically conceived for strong interac-
tions and known as Hadronic Mechanics.

Asis well known, Hamiltonian and Atomic Mechanics can be considered,
in the final analysis, as two different realizations of Lie’s theory, the first via
functions in phase space and the second via operators on a Hilbert space.

In the preceding chapter we showed that Birkhoffian Mechanics is a
classical realization of the more general Lie-isotopic theory. Hadronic
Mechanics is therefore predicted as the operator realization of the same Lie-
isotopic theory. At any rate, until the identification of an operator mechanics
which admits Birkhoffian Mechanics as a classical image has not been
accomplished, our description of the microscopic world will be incomplete
because the atomic theory is unable to reach Birkhoffian Mechanics under
the correspondence principle.

The proposal to construct Hadronic Mechanics was submitted by Santilli
(1978d). The studies conducted since that time have been collected in the
reprint volumes edited by Schober (1982). The identification of the state of the
art in the experimental, theoretical, and mathematical studies of the new
mechanics was conducted at the First International Conference on Non-
potential Interactions and their Lie-Admissible Treatment (see the Pro-
ceedings (1982)).

199
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This volume on Birkhoffian Mechanics would be incomplete without the
indication of the basic ideas which led to these developments. Predictably,
these ideas are of algebraic character and are centered on the Lie-isotopic
generalization of Heisenberg's equations (see equations (18) of Chart 5.1), as
the operator image of Birkhoff’s equations. However, for Hadronic Mech-
anics to be a genuine covering of the atomic one, it must admit consistent and
compatible generalizations of other dynamic equations of Atomic Mechanics.

Thus, we come to the problem of generalizing Schrodinger’s equations so as
to achieve compatibility with the Lie-isotopic generalization of Heisenberg’s
equations, on the operator side, and with BirkhofT’s equations, on the classical
side. This problem was studied by Santilli (1982a) via a Birkhoffian generai-
ization of the Hamilton-Jacobi theory we shall review in this section. These
studies were inspired by work by Mignani (1981 and 1982). The identification
of the structure of the underlying Hilbert space, and a first axiomatization,
were achieved by Myung and Santilli (1982a and b), incliding the proof of the
equivalence of the hadronic generalizations of Heisenberg’s and
Schrodinger’s equations. Additional research can be found in Schober
(loc cit).

The conceptual foundation of the theory is the Newtonian property that
the potential energy has no physical basis for contact interactions. Since ali
strongly interacting particles (called hadrons) have a size (charge radius)
which is of the order of magnitude of the range of the strong interactions
(about 1073 cm=1F), the possible existence in the strong interactions of a
component of contact non-Hamiltonian type is then rather natural. In turn,
this brings to the assumption of Birkhoff’s equations as the basic classical
equations representing a superposition of conventional, potential, action-at-
a-distance forces, as well as contact, non-Hamiltonian ones.

The classical theoretical foundation is provided by the transformation
theory of Section 5.3. In fact, this theory has permitted the construction of
the desired generalization of the Hamilton-Jacobi equations in a way fully
parallel to the conventional Hamiltonian case.

The operator foundation of the theory is given by a suitable reformulation
of the Hilbert space in a way which is directly compatible with the Lie-
isotopic theory (Chart 6.1). Note that this aspect will not be considered in
this section, and we limit ourselves to presenting the hadronic generalization
of Schrédinger’s equations, in much the same historical (rather than con-
temporary) way that the original equations were presented during the first
part of this century.

Regrettably, in the interest of brevity, we are unable to treat a number of
additional aspects, such as the Birkhoffian. generalization of the canonical
perturbation theory, and the corresponding operator image expected within
the context of Hadronic Mechanics. We hope, however, that the methods
identified in this volume for constructing the Birkhoffian generalization of
specificaspects of Hamiltonian Mechanics are applicable also to other aspects.
The same methods, based essentially on noncanonical transformations, are
applicable to the construction of the hadronic generalization of Atomic
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Mechanics upon suitable operator reformulation in terms of nonunitary
transformations. An example of this latter aspect is indicated in the next
section.

Part A: Hamilton-Jacobi Theory
Let us begin by reviewing, for notational purposes as well as for comparison,

the conventional formulation of the Hamilton-Jacobi theory. Suppose that
Hamilton's equations are known,

=V

wod da*

"~ \éa* aa"“__zo’

_ 0H(t,a) oR® B ORO\ ., G6H
oa"

6.1.1)
RN =0, (a9 = (;), p=1,2...,2n

The Hamilton-Jacobi problem consists of the identification of a canonical
transformation which is invertible, is of the same continuity class of H, and
has a generating function F under which the transformed Hamiltonian

t—=t' =t a* — ab(t, a), (6.1.2a)
oF
ot

H - Hy, = H(t, a(t, ap)) + — =0, (6.1.2b)

1s identically null. Equations (6.1.1) in the new frame become

Wy, dp =0 (6.1.3)
with general solution

ap = ag(t, a) = const. (6.1.4)
0

The solution of the original equations (6.1.1) is then given by the inverse
transformation,

at = a(t, ay), ' (6.1.5)

in which the ay’s play the role of the arbitrary constants.
A formal solution for the generating function is given by the action

F=F = A, = ftdt[Rﬂ(a)d“ — H(t, a)l(E,)

- f dlp ™ — H(e, v, NEY). (6.1.6)
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Weiss’s principle (see Section I.1.3) then yields the end point contribution
H
dd =d f dt[p,#* — HI(Eo) = |pedr* — Hdt[\(Eo)
to

ry = 1(ty)

= pdr* — Hdt — drt,
Dy Pordly Po = ll(_to)A

(6.1.7)

The use of partial derivatives finally yields the celebrated Hamilton—Jacobi
equations

A
éaa_t + H(t: r, P) = 05 (6.1.83.)
dA 04
Pe = =% Pox = — ﬁ' {6.1.8b)

We should indicate, for completeness, that form (6.1.8) of the Hamilton—
Jacobi equations is not unique, and several additional forms exist. This is
clearly due to the fact that the desired canonical transformation can be
constructed via any generating function, not necessarily F; = A. By recalling
the existence of a large number of possible generating functions, a corre-
sponding number of different Hamilton-Jacobi equations follows.

For instance, for the case of a generating function F = F5 = Fs(t, 1y, po),
one can prove that (6.1.8) is replaced by

aF o
T Hrp+ - p=0, (6.1.9a)
ort oFs  or OF

(6.1.9b)

P OB o T o

The study of additional forms of the equations for some other type of
generating function is instructive but is left to the interested reader (Problem
6.1). Needless to say, all these possible different forms of the Hamilton-
Jacobi equations are equivalent, because they are related by the same
Legendre transforms which interconnect different generating functions
(Section 5.2).

Before passing to the identification of the Birkhoffian generalization of
(6.1.8), it is important to point out a “reformulation” which is permitted by
the techniques presented in these volumes.

The following generalization of action (6.1.6)

AY(E) = 'f ldt[Rﬂ+(a)d*‘ — Ht, D)(E), RS = —o,a" (61.10)

was introduced in Chart 1.3.6. We can easily see that the equations char-
acterized by contemporary variations with fixed end points are exactly given
by Hamilton’s equations (6.1.1). Thus action (6.1.10) permits generalized
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variational principles while leaving the underlying analytic equations un-
changed.

In Section 4.5 we pointed out that the transition from action (6.1.6) to
generalized form (6.1.10) is given by the Birkhoffian gauge for the particular
Hamiltonian case

oG

G=—r-p {6.1.11)
The preservation of the original equations (6.1.1) is then trivial. However,
the generalization of (6.1.6) into (6.1.10) is not trivial from the viewpoint of
the Hamilton-Jacobi theory and, inevitably, from the viewpoint of
Schrédinger’s Mechanics. This can be seen by noting that the original action
(6.1.6) is independent of the momenta (velocities), e.g.,

04

L=0, k=12...,n 6.1.12
o ( )

while the new action (6.1.10) is indeed dependent on p, i.c.,

A+
‘;p # 0. (6.1.13)
k

A reformulation of (6.1.8) is then expected, with nontrivial quantum mechan-
ical implications, as we shall see.

The construction of the desired reformulation of (6.1.8) is straightforward.
When (6.1.10) is subjected to the same variations of principle (6.1.7) (non-
contemporaneous variations with variables end points—see Section 1.1.3 for
details), we obtain the principie

dA* = d f , [RO*(a)da* — H(t, a)dt)(Eo) = |RO*(a)da* — H(t, a)dt[! (Fy)

= R (a)da* — H(, a)dt — S°* (ap)dat. | (6.1.14)
The use of partial derivatives then yields the equations
+
7y + H(t,a) =0 {6.1.15a)
. oA~ 0= g4+
RP‘ (a) = W; S‘u (ao) = — 8{25 (6.1.15b)

which are a reformulation of the Hamilton-Jacobi equations induced by the
gauge degrees of freedom (6.1.11).

Some important differences and similarities between (6.1.8) and (6.1.15)
are the following. Under the condition that the Hamiltonian depends
explicifly on all the values 84/07 = p,, k = 1,2,..., n, equations (6.1.8) can
be reduced to a single, generally nonlinear, partial differential equation in
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dA/dt and 8A/dr*, plus subsidiary conditions given by the second of equations
(6.1.8b),

84 aA
=+ H(z, r, _a‘?) =0 (6.1.162)
04
Pov = = 5 (6.1.16b)

Note that if the Hamiltonian does not depend on one of the p’s, say dH/dp;
= 0, i = fixed, then the equations p; = 44/’ must be kept as a subsidiary
condition.

We can see that reduction (6.1.16) is fully applicable also to (6.1.15) under
similar conditions. In fact, suppose that H depends explicitly on all values
dd/féa’, p= 1,2, ..., 2n, then (6.1.15) can be reduced to a single, generally
nonlinear, partial differential equation in ¢A" /8t and 6A™ /da* plus sub-
sidiary conditions given by the second set of equations (6.1.15b),

A" 2A™" oA oA~
H(t, a*) = Hlt, =20* =) = 2 -
o + H(t, a") E + (t, 2w aa”) B <+ H(t, v, p)
2A* dd _ aA
_ _p 04 504\ _ 117
= +H(t, 2ap’2 6r) 0 (6.1.17a)
0A*
5%*(ag) = — S (6.1.17b)

If 8H/da” = 0 for v fixed, then the expression R%" = dA*/da* must be kept
as a subsidiary constraint in exactly the same way as it occurs for the con-
ventional Hamiltonian case.

Thus, on methodological grounds, the primary difference between the
conventional formulation of the Hamilton-Jacobi equations and reformula-
tion (6.1.17) is the extension of the partial differential equation to include the
terms 847 /op,.

The reader should keep in mind that (6.1.15) and {6.1.17) are a direct
consequence of the Birkhoffian generalization of the Hamiltonian formula-
tions. As a matter of fact, equations (6.1.1) are written in the version which is
‘the Hamiltonian particularization of Birkhoff’s equations.

The classical relevance of (6.1.15)-(6.1.17) will be self-evident in a monent.
The quantum mechanical relevance can be anticipated here via the
following remark. While quantization of (6.1.16), as is well-known, is based
on a wave function depending only on time and coordinates (t, r), the
quantization of equations (6.1.17) is expected to imply the existence of a
reformulation based on a “wave function” which depends also on the
generalized momenta, Y(z, r, p). In turn, the existence of the reformulation is
expected to be useful to study still open problems of (conventional) quantum
mechanics, such as the problematic spreading of the wave packets of particles,
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the equivalence (or nonequivalence} of Heisenberg’s and Schradinger’s
representations, the still controversial issues of quantization and classical
limits, etc. We should stress that the reformulation of Schrédinger’s equations
referred to here is intended specifically for Atomic and not for Hadronic
Mechanics (i.e., for ¢lectromagnetic and not strong interactions).

Part B: Birkhoffian Generalization of the
Hamilton-Jacobi Theory

We can show that the Hamilton-Jacobi theory generalizes in its entirety into
a consistent Birkhoffian form. Consider the semiautonomous Birkhoff’s
equations

Q@) — aB(t, a) - (

2 =0. (6.1.18)

IR (a) _ dR (@) a 0B(t, a)
da* da* da*

The Birkhoffian generalization of the Hamilton-Jacobi problem! consists of
identifying an identity isotopic transformation (generalized canonical trans-
formation) under which the transformed Birkhoffian is identically null, i.e.,

t-=t'=t, a"— bt a), (6.1.19a)

B(t, a) — By(t, ay) = ( _ 94 R,,)(t, ag) = 0. (6.1.19b)

ot
Equations (6.1.18) then reduce to

Q. (ag)ay = 0. (6.1.20)
By assuming that Birkhofl’s tensor Q,, is regular, ie.,
0R, OR,
s — 121
det(aa“ 6a“) #0, (6.1.21)

' A second statement of the problem can be reached through the Birkhoffian formulations
and consists of the search of a transformation a -» a,(t, 2} under which the 2n-vector R , becomes
identically null, i.e.,

, da*
Ryt ap) = % R, ), a5) = 0.
Note that we can use 2n + [ independent functions (the transformations ag(t, @y and a gauge .
function). Thus one can ask for the additional condition that the Birkhoffian becomes also
identically null,

(il
B'(t, ag) = B(t, a(t, ag)) — (E Ra)(ts ap) =0.
This zlternative formulation, which is applicable also for Hamilton’s equations, will not be

explored here for brevity. Note that, since the transformation does not preserve the Birkhoffian
(or the Hamiltonian) tensor, it is not generalized canonical,
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one can see that this regularity property is preserved by the transformation
theory. The solution of (6.1.20) is also given by constants 4% as in the Hamil-
tonian case. The solution of the original equations (6.1.18) is then given by
the inverse transformation &“(t, a,), also in full analogy with the canonical
case. As a result, the generalized problem considered can provide a solution
of the equations of motion, at least on formal grounds, in a way fully parallel
to the conventional case.

It can be proved that a formal solution for the generating function of
transformation (6.1.19) is given by the Pfaffian action

F=F, = A%F) = f‘dx[Rﬂ(a)aﬂ — B(t, 1(E)

= f | dt[Pyt, x, p* + Q(¢, r, P)p — Bt T, PICE)  (6.1.22)

which is clearly a generalization of actions (6.1.6) and (6.1.10). The corre-
sponding generalization of (6.1.7) and (6.1.14) is given by?

dANEy) = d f [R(a)da* — B(t, )de1(Ey)

= |R (a)da" — B(t, a)dt|{,(E,)
= R a)da" — B(t, a)dt — R (ap)daly; af = a"|,. (6.1.23)

2 Owing to the importance of principle (6.1.23) for the hadronic generalization of Schré-
dinger’s Mechanics, it may be valuable here to indicate its derivation. The principle is a particular
form of a well-known property of the calculus of variation reviewed in detail in Section 1.1.3.
Given a Euler function

L = R(a)a" ~ B(t,a), aeR,, @

the first-order variation of the action functional in L with variable endpoints, when computed
along an arbitrary path E (of the topological conditions admitted), characterizes the variational
problem

N aL aL |
SA(E) = L dtL (E)éa* + ‘5&; Sa* — (@ & — L)Sz

(&), ®)

3
Ty

When path E is a possible or an actual path Eg, the Euler’s equation L (E,) = 0 coincide with
Birkhoff’s equations (6.1.18), and therefore they are identically null. Variational problem (b)
then yields the variational principle (6.1.23), i.e.,

$A(E,) = *% Sa* — (:_% T L)Sz J'Z(Eo)

ot £
= |R(a)ba" — B(t, ;)dt[i2(Ey). (©

The property is fundamental, classically and “quantum mechanically.” Classically, we learn that
the total differential of an action functional is equal to the integrand computed at end points
under the condition that such integrand is of first-order type (that is, Pfaffian). In turn, this
property is at the foundation of a number of aspects of the Birkhoffian Mechanics, such as the
Birkhoffian generalization of the canonical transformation theory, Noether’s theorem, etc.
The quantum mechanical relevance of the properiy will be self-evident in a moment.
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The use of partial derivatives finally yields the desired Birkhoffian generaliza-
tion of the Hamilton-Jacobi egquations which can be written in the form

47 + B(t,a) =0, (6.1.24a)
ot
aA¢ JA°f

Rﬂ(a) = EIT, R”(ﬂo) = — 67‘-'0‘ . (6.124]3)

We can also prove that (6.1.24), under the conditions dB/da* # 0, yu =
1,2,...,2n, can always be reduced to a single partial differential equation in
6A%/t and 8A%/da* in a way fully paraliel, although generalized, to that of
(6.1.16) and (6.1.17).

To see it, note that regularity property (6.1.21) does not imply that of the
matrix (6R,/8a”). Consider, then, the case in which

R, OR, R,
det(aau = );eo det( aaV)_O' (6.1.25)

However, a Birkhoffian gauge transformation

R,—>R; =R, +% (6.1.26)

always exists under which

8RS ORF\ _
clet(anlI — 6a") =

0R, OR, oR,;
Et(aa“ e )#0 det(a )7’:0 (6.1.27)

In fact, for this purpose, selecting an arbitrary function G(a) such that

’*G
det(w) #* 0. (6.1.28)
is sufficient. Once the regularity property
det(gR ) #0 (6.1.29)

has been ensured, one can perform the change of coordinates of (6.1.24a) from
the Birkhoffian ones a” to the new ones R (a)

a* — a*(a) E R (a) (6.1.30)
under which we have

; + B(t, a(R)) = % + %@, R) = ? + B, P(t, r, p), Qt, v, p)) = 0.

(6.1.31)
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Thus the 2n-components of the vector R, (a) appearing in the original
equations (6.1.18) are assumed as the new variables of (6.1.31), of course, upon
selection of the gauge in which regularity property (6.1.29) holds. Note that
this was exactly the case for the Hamiltonian form (6.1.17}). In fact, the original
vector R(a) does not verify property (6.1.29), trivially because of its structure
(R9) = (p, 0). However, the “gauged” vector R} (a) = —3w,,a’ does verify
property (6.1.29), by therefore permitting the change of coordinates a* — R.
This, in turn, permits the achievement of the single partial dlfferentlal
equation (6.1.17a).

The reduction of (6.1.24) to a single partial differential equation in A?
(plus subsidiary conditions) is now seif-evident. It is given by

g g
% + gg;(t, ‘;‘: ) 0, (6.1.32)
047 _
F —R,(a5). (6.1.32b)
(4]

Needless to say, if the Birkhoffian does not depend on some of the a
variables (e.g., when B = 1p?), the missing terms must be kept as subsidiary
conditions, in exactly the same way as it occurs for (6.1.16) and (6.1.17).

Notice that the Hamiltonian particularization of (6.1.32) is given by the
gatige Hamilton-Jacobi form (6.1.17) and not by the original form (6.1.8). In
fact, the particularization R, (a) = (p, 0) implies the violation of regularity
condition (6.1.29), under which (6.1.32a) becomes singular. Cn the contrary,
the Hamiltonian particularization

Ra) = R} (a) = —jw,a’ (6.1.33)

preserves regularity property (6.1.29), as indicated earlier.

* By no means do equations (6.1.24) exhaust all possible Birkhoffian general-
izations of Hamilton-Jacobi equations. In fact, a class of equations equivalent
to (6.1.24) can be constructed via the Legendre transform of the generating
function, in a way fully parallel to the conventional case.

To illustrate this, we recall that the generalization under consideration
was studied by Sarlet and Cantrijn (1978b) who reached the equations

%{i + B(t, alt, ay)). + 0" R Aalt, ag)) =

(g Re)c 0 - (t @ =Ria (6139
The generating function of these equations can be shown to be Class 5,
while that of (6.1.24) is of Class 1. As aresult, equations (6.1.34) are a general-
ization of (6.1.9) rather than (6.1.8). Our preference of generalized form
(6.1.24) is due to quantum mechanical considerations. In fact, the classical
equations at the foundations of Schrédinger’s Mechanics are equations (6.1.8).
It is therefore important to achieve a Birkhoffian generalization of the
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Hamilton-Jacobi equations in their form directly used for quantum mech-
anical purposes (see Problem 6.2 for additional forms).

Furthermore, (6.1.34) cannot be reduced to a single partial differential
equation in F (Sarlet and Cantrijn, loc. cit., p. 1597). This implies severe
technical difficulties in attempting the construction of a generalization of
Schrodinger’s equations via form (6.1.34). Equations (6.1.24), on the con-
trary, bypass this problem by permitting reduction to form (6.1.32a).

As a final remark, let us note that the Birkhoffian generalization of the
Hamilton-Jacobi theory for the case of the nonautonomous equations

[aRv(t, a) Rt a)}iv 3 [GB(I, a) . 8R(t, @)

da* da’ da* ot } =0 (6139
will not be considered here for a number of reasons. The first is that (6.1.35)
can be reduced to an equivalent semiautonomous form (6.1.18) in the same
local variables via the use of a gauge transformation (see Section 4.5).
Therefore, the study of (6.1.18) is sufficient for our purposes. Deeper reasons
also exist. Our primary objective is to indicate a conceivable “Schrodinger-
type” analog of the isotopic generalization of Heisenberg’s equations. These
equations, in turn, are an image of the semiautonomous equations (6.1.18)
and not of (6.1.35), because the latter equations do not admit a consistent
algebraic structure in the time evolution (see Chart 4.1).

Part C: Schrodinger’s Equation

Consider a conservative system in the contravariant form

pk"/ma), k=1,2,...,N;, a=x,y,z

(6.1.36)

such as a Kepler system in vacuum. The construction of Hamilton-Jacobi
equations for these systems is trivial. It is based on the conventional Hamil-
tonian structure

@ =8 @)= (fi:}(r)

1
H=3Y —p+VD (6.1.37)
k=1 2,
with the direct physical meaning of total energy. Since the potential energy
does not depend on the velocity (and no contact interaction exists by assump-
tion), one can prove that the canonical momentum coincides with the physical
momentum
P = m By (6.1.38)

Under the conditions considered, the canonical angular momentum M,
coincides with the physical angular momentum.

Note that representation (6.1.37} is not unique. Among all possible analytic
representations, we have selected the unigue, direct, canonical representation
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of the system in the frame of the observer (no transformation theory!), under
which all canonical quantities have a direct physical meaning.
The celebrated canonical quantization rules

o4 ¢ ~ dd 1 -
__E—)zé-z_—-ﬂ, p"_a_r"_)?vk_pk’ =1, (6.1.39)

readily turn Hamilton-Jacobi equation

dA 0A N1 64 64
-+ H(l‘, P) =

94 L L Vm =0 (6140
o T Lomarar O (6.1.40)

into the familiar Schrédinger’s equation

6 . N
D = BE DV = [~ % o b4 VO D (6140

k

Without any claim of mathematical rigor,? the quantization satisfies the
correspondence principle in the sense that, under the wave function

Y = Neit = Ne'§pwrdr—Hd) NeR (6.1.42)
and for large (e.g., macroscopic) values of the action,

%z 0. %Vk < %, i% < ‘;_f, (6.1.43)
the zero-order term of the expansion of Equation (6.1.41) in terms of 1/4
coincides with the Hamilton—Jacobi equation (6.1.40) identically. First-
order terms then yield continuity equations and other properties which are
ignored here for brevity.

A fundamental feature of conventional wave equation (6.1.41) is that it
complies with the quantum mechanical Galilei’s relativity. Intriguingly, this
condition is necessary to verify the correspondence principle because the
original system is compatible with Galilei’s relativity to begin with.

This feature has numerous direct or indirect implications at virtualily all
levels of treatment. It can be expressed initially by noting that the eigen-
function y(t, r) must be a Galilei scalar. In turn, this sets the structure

Wt ©) = J' dEQ(E)e!§ (P~ (6.1.44)
which characterizes a fundamental notion of quantum mechanics, that of

wave packets (or Green function). In turn, (6.1.44) constitutes one way to est-
ablish the indeterministic nature of quantum mechanics,

ArAp > Lh. (6.1.45)

3 See footnote 43 of Chapter 5.
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Indeed, the widths of the amplitude ¢ and that of the wave packet ¢ are
inversely related, yielding (6.1.45) after simple elaborations.

Part D: Hadronic Generalization of
Schrédinger’s Equations

As is well known, the conventional notion of wave packets according to
(6.1.44) is only a crude approximation, because it applies only under the
condition that the particle can be considered as nearly free over a distance of a
number of wavelengths. In an attempt to improve the approximation, particu-
larly for particles under intense forces within the distance of one wavelength
(as expected for the strong interactions), we search for a generalization of
(6.1.44) into the form

lnb(tz I, IJ) = 111(t, a) = de¢(B)€I (R dak — Bdt)
= de¢(B)eI [Prt, r, pydrk + @&, v, p)dpr — B, v, pldr] (6-1-46)

The physical implications of the Pfaffian generalization of the action func-
tional now come to light. In fact, the transition from wave packet (6.1.44) to
generalized form (6.1.46) is clearly based on the replacement of the canonical
action with the Pfaffian one. The transition from a wave function depending
only on time and coordinates to one depending also on momenta is then self-
evident (as anticipated earlier in this section).

The hadronic generalization of Schrédinger’s equations is attempted in
this section in such a way as to generalize the historical process which lead to
structure (6.1.44), that is, so as to admit a classical limit into the Birkhoffian
generalization of the Hamilton—Jacobi equations, The formal solution is the
following.

Consider a nonconservative, non-self-adjoint implementation of system
(6.1.36)

o — ZMa) —T*t, a) =0; (I*) = (F,‘Ns*?(t a)) (6.1.47)

in which the non-self-adjoint forces can be considered, for instance, as
corrections to (6.1.36) due to the extended nature of the particles. Represent
the system with equations (6.1.32), ie.,

oA¢

i + B(t,a) =0, (6.1.48a)

a'(R,) = a“(%). (6.1.48b)
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We can easily see that the }'ollowing Birkhoffian quantization rules®

0A? 7, = aAr 1 g =
—B=—->93i—= -8B =— =R, 1.4
a o ’ Ry a* 1 0a" (6.149)

yield the desired hadronic generalization of Schridinger’s equations’
i) o 1d
l a W(f, a) - B(ts a)lnb(t’ CI) - '%(t’ ? é'a)lnb(ts a) (6150)

where a suitable symmetrization of the Birkhoffian functions B or £ and
a*(R) appearing in (6.1.31) is understood.
Under the wave function

r = Nett® (6.1.51)
and values

1~0 1 ¢  oA° 18  oa4°

#5% T i (6.1.52)

the zero-order term of the expansion of (6.1.50) in 1/47 reproduces the classical
(6.1.48) identically, as the reader is encouraged to verify. The first-order term
then yields a continuity equation of equally easy derivation.

We should indicate that hadronic wave packet (or Green function) (6.1.46)
is the general solution of (6.1.50) under the most general possible combination of
(local, analytic, regular) potential and nonpotential interactions. By compari-
son, no general solution of Schrédinger’s equation of Atomic Mechanics
is known under arbitrary potential forces in such a simple way.

A few concluding remarks are in order. First, conventional Schrodinger’s
equations (6.1.41) are not a particular case of (6.1.50) owing to the use of the
Birkhoffian gauge which is absent in the former equations. The atomic
particularization of (6.1.50) {i.e., the particularization when all nonpotential
forces are identically null} is given by a suitable reformulation of (6.1.41)

* To avoid possible misrepresentations, we point out that the commutativity of the > Operators
R is illusery for Hadronic Mechanics. In fact, the conventional associative product R R, must
be replaced by the isotopic one R,+=R, = R, T(a)R,. As a result, conventional commutators
[R R ] = R — R, R must be replaced by the isotopic commutators of Chart 5.1, [R,,,Rv]
= R" TR, — R TR It is then easy to see that the operators R, are generally noncommuting
for Hadromc Mechamcs, in the sense that, in general, [R R 7& 0. To put it in different terms,
the isotopic product has no meaning in Atomic Mechamcs in that the conventional product
must be used for the computation of magnitudes, eigenvalues, etc. By the same token, the con-
ventional product has no meaning for Hadronic Mechanics, and the isotopic one must be used
unless one desires the atomic particularization.

% An empirical rule for reaching hadronic equations (6.1.50) (as well as several other hadronic
aspects) is the following; it is based on the identification of the generalization occurring in the
transition from the canonical to the Pfafftan actions. As is now familiar, the rule is characterized
by the replacement of the Hamiltonian quantities *, p,, and H with the corresponding Birk-
hoffian ones a*, R, and B. At the operator level, thls is given by the replacement of the atomic
operators b = (1/;)(6/6r"), and H(t, ¥, ) with the hadronic ones %, R = (1/))(8/@a"), and
B, &R)). Several atomic properties can then be readily generailzed into a hadronic form via
this simple rule, once properly implemented (e.g., by keeping in mind that, while the atomic
operators 7 commute, this is not the case for the hadronic ones a*—see footnote 4).
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obtained via quantization of (6.1.15). This reformation is identified in
Problem 6.3, and its study is left here to the interested researcher.

We therefore have the following implication for conventional potential
forces. The structure of the contemporary formulation of Atomic Mechanics
can be expressed via the dynamic equations of Figure 1 and their inter-
relations with the understanding that several additional approaches exist,
e.g., that of path-integral type, Lagrange type, etc. Another understanding is
that the achievement of consistent quantization-correspondence processes
is still open at this moment and that the equivalence of the two representa-
tions of the figure has been proved only in very special cases.

Hamiltor’s Equations Hamilton—Jacobi Equations
@ = [a*, H] 04
canonical Etﬁ + H{r, P) =0
[a‘“, a”] = " transformation
84
a=(r, =7
(T, p) P=7

canonical
quantization or
correspondence

Heisenberg's Equations Schrodinger’s Equations
P S . @ .
a* = - [d" H] L=t x) = H(t, 1)
! unitary at
[&p: &v] = ™ transformation ﬁ — H(f, ii)
i =) L 10
P= idr
Figure 1

When the function H represents a conservative system H = T(p) + V(r)
and all quantities have a direct physical meaning, a set of deeply interrelated
and mutually compatible atomic laws emerges as valid, in full agreement
with experimental data on electromagnetic interactions. These laws can be
depicted according to the scheme in Figure 2. Galilei’s relativity is considered
of fundamental character not only for the impact of any relativity in the
physical description of nature, but also because, out of all the principles of
Figure 2, it is the only setting which persists at the Newtonian limit.

By inspecting the formulations of Figure 1 the following aspect soon
emerges. Hamilton and Hamilton-Jacobi formulations are defined in the
cotangent bundle T*M with local coordinates r and p. Heisenberg’s
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Heisenberg’s Indeterminacy Planck’s
Principle ) 7 Constant
Galilei’s
Relativity
de Broglie’s Wavelength | | Einstein’s Frequency
Principle ) Principle
Figure 2

formulations are defined in terms of (Hermitian) operators which can be
considered as polynomial expressions in  and § while the states are cor-
responding elements of the underlying Hilbert space. In the transition to the
Schrodinger representation, the situation is somewhat altered, inasmuch

“Gauged” Hamilton—-Jacobi
Hamilton's Equations Equations
. oA+
a* = [a#, H] 3 canonical at + H(t! a) =0
" — LY transformation
[a’av]_w R0+()_ N v—aA+
a=p) w M= T T G
a=(r,p)
canonical
quantization or
correspondence
“Gauged” Schridinger’s
Equations
Heisenberg’s Equations 3
.1 i—(t, @) = Iy(L, @)
a= ? [au, HJ unitary ot
transformation - . a
sy v oy H = H{t, —26*
L@, @] = io* ( ’ 6a")
=GP s
G = —2aM ——
da®

Figure 3



Generalization of Hamilton-Jacobi Theory 215

as the states (wave functions) are now dependent only on r (and time). The
consistency of the formulation is out of the question, as indicated carlier,
and at any rate is permitted by the fact that the second set of Hamilton-
Jacobi equations implies only the p variable {(sce property (6.1.12)).

However, the form of the Hamilton-Jacobi equations used historically
in the construction of Schriodinger’s mechanics is by far nonunigue, and
several equivalent forms are possible, as indicated in this section. This situa-
tion opens the problem, indicated earlier, which we now reformulate in Figure
3. As one can see, Hamilton’s and Heisenberg’s equations are left unchanged,
and only the Hamilton—Jacobi and Schrddinger equations are “gauged” in
the Birkhoffian sense. Needless to say, all the basic physical laws, principles,
and relativities of Figure 2 are expected to preserve their validity under the
“gauged” reformulations of Figure 3.

When passing from the atomic—electromagnetic setting to that of strong
interactions, the forces may become more complex than those representable
by the simplistic Hamiltonian H = T + V, because of the mutual penetration
of hadrons one within the space occupied by others. A generalization of
Atomic Mechanics onto Hadronic Mechanics is then conceivable.

Birkhoffian Generalization
of the Hamilton—Jacobi

Birkhoffian Generalization Equations
of Hamiltow’s Equations pA7
. generalized —+ ga(t, R(a)) =0
a* = [a-u’ B]* canonical . 6[‘
transformation
[a* a']* = Q*(a) _ 047
R(@) = o
a=(,p)

det(aRf ) # 0
da

Birkhoffian
quantization or

correspondence
Hadronic Generalization
Hadronic Generalization of Schrodinger’s Equations
of Heisenberg’s Equations 3 .
. 1 - generalized i 5 W(t: a) = ‘@W(L a)
& = ? [511’ B]* unitary
transformation - - 1 6
~ —_ t = —
[a, &7 = (@) #=4 ( i aa)
a= (%, p ~ i90
(& P) Ru ="
i Ja*

Figure 4
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In this and in the preceding section, we have indicated only two aspects of
the current efforts to construct the Hadronic Mechanics, those of Birkhoffian/
Lie-isotopic type, with the understanding that additional efforts (e.g.,
of Birkhotlian-admissible/Lie-admissible type) are under way. The efforts
considered can be summarized as in Figure 4, where the nonunitary (general-
ized unitary) transformation interconnecting the formulations has been
studied by Myung and Santilli (Joc. cit.) via the isotopic generalization of the
Hilbert space and the operations defined on it (including unitarity).

Despite their tentative character, a number of aspects related to the had-
ronic formulations has emerged quite clearly. In particular the mathematical
structure turns out to be based on the isotopic generalization AB - A+ B =
ATB of the envelope of Atomic Mechanics (Chart 5.1). :

An aspect which may appeal to researchers interested in the pursuit of
novel physical knowledge is that the generalization AB — A « B inevitably
implies the possible existence of a hadronic generalization of all physical
laws, principles, and relativities of Atomic Mechanics, which we can sche-
matically depict as in Figure 5. )

This occurrence is evident from a mere inspection of the hadronic wave-
packets (6.1.46) on a comparative basis with the atomic ones (6.1.44). Its
ultimate roots are, predictably, of Newtoniarn character and can be identified
with the fact that the systems of our environment, when restricted to the
frame of the observer, break Galilei’s relativity according to one or the other
of the mechanisms classified in Chart A.12.

Wereach in this way one of the most important objectives of these volumes:
the attempt to construct a generalization of Galilei’s relativity in Newtonian
Mechanics which is directly universal, that is, applicable to all systems of the

Hadronic Covering
of Heisenberg’s
Uncertainty
Principie

Hadronic Covering
of Planck’s
Constant

Hadronic Covering
of Galilei’s
Relativity

Hadronic Covering Hadronic Covering

Figure 5

of de Broglie's of Einstein’s
Wave-length Frequency
Principle Principle
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class admitted {local, non-Hamiltonian, analytic, and regular) in the frame
of the observer. The hope is that the generalized classical relativity may be
valuable in the study of its hadronic image, as well as of all other hadronic
generalizations of Figure 5.

The construction of the generalized relativity will be conducted as follows.
In the next section we identify the Hamiltonian reduction of Birkhofl’s
equations via the use of the transformation theory. The reduction is clearly
useful to identify an hypothetical frame in which non-Hamiltonian and
Galilei-noninvariant systems acquire a Hamiltonian and Galilei-invariant
form. The use of the inverse transition studied in Chapter 5 will then permit
the identification of the structure of the relativity which is applicable in the
frame of the observer. This latter task will be conducted in Section 6.3. By keep-
ing in mind that detailed treatments of quantum mechanical aspects are
beyond the scope of this volume, the problem of the expected operator image
of the generalized relativity will be referred to the existing literature, except a
few incidental remarks.

6.2 Indirect Universality of Hamilton’s Equations

In Section 5.3 we showed that noncanonical transformations map Hamilton’s
equations into Birkhoff’s equations. In this section we show that, under
certain topological conditions, Birkhoff’s equations can always be reduced
to the Hamiltonian form via the transformations of Darboux’s theorem of
the contact geometry (Chart 5.5). The direct universality of Birkhoff’s
equations (Section 4.5) therefore permits the establishing of the indirect
universality of Hamilton’s equations. These results can be expressed via the
formulation and proof of the following theorem.

Theorem 6.2.1 (The Theorem of Indirect Universality of Hamilton’s
Equations). All analytic and regular systems of ordinary differential
equations of first- (or higher) order admit, in a star-shaped neighborhood of
a regular point of the variables, an indirect Hamiltonian representation.

GeEOMETRIC ProOF. In Section 4.1 and Chart 4.3, we showed that systems of dif-
ferential equations of second (or higher)} order can be reduced to an equivalent, regular
first-order form. Theorem 4.5.1 establishes that all first-order systems of the type
considered admit, in a star-shaped neighborhood of a regular point of their variables, a
representation via Birkhofl"s equations

G,d2°=0, p=012...,2n (6.2.12)
@ ={at = {t, & n)s (6.2.1b)
- 4B 4R .
==+ == = . 2,
v da” ot Q‘vo: v 1,2, s 2”, (6 1C)

o _OR, _OR,
wy aap aav

B =B(&) = B(t,a), R,=R,(a) =Rt a), (6.2.1¢)

Q

mo=12...,2n (6.2.1d)

uv
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where €, characterizes the closed two-form of maximal rank (except contact form)
Q, =10, @da* A d&*,  u,v=0,1,2,...,2n (6.2.2)

From Darboux’s theorem [or the contact geometry we know that, under the assumed
smoothness and regularity conditions, an analytic and regular transformation always
exists,

Foar=a"a), p=012..2, (6.2.3)

under which form (6.2.2) reduces to the canonical form (see Chart 5.5)

O, = 40,00 A da¥,  pv=0,1,2..., 2, (6.2.42)
oH’
Doy == = — e, v=1,2,...,2n, (6.2.4b)
da
Opy = Dy v =120 (6.2.4¢)
04" aa”
@, = |— O (&) — (&) 2.4

This ensures the reduction of Equations (6.2.1) to the Hamiltonian form
A,dd' =0, u=0,12,...,2n (6.2.5)
and completes the geometric proof of the theorem, (Q.E.D.)

Theorem 6.4.1 was first studied by Lie (1871) and Koenigs (1895) (see also
Whittaker (1904, pp. 275-276). Subsequently, the theorem has been studied
by a number of authors. See, for instance, Kerner (1964).

It may be advantageous for the applications of the Inverse Problem to have
an alternative proof of Theorem 6.2.1. In this way, the interested reader is
equipped with alternative approaches for attempting the explicit computa-
tion of a Hamiltonian for a given system.

PrarriaN PROOF. Theorem 4.5,1 establishes that the systems considered, under the
conditions assumed, admit an analytic representation in terms of action functional
(4.2.14) with integrand

R, = R (t, a)da* — B(t, a)dr
= Pk(ra 4, P)qu + Qk(ts q, p)dpk + B(t’ s p)dt: (626)

but the Pfaffian problem of reducing form (6.2.6) to the canonical form
R) = pidg* — H'dt,
P=rdt.a.0, ¢*=4q*CGqp, H =H{q.p) (62.7)

always admits (at least) one solution. This is sufficient to establish the existence of an
indirect Hamilionian representation for all systems considered. (Q.E.D.)

The literature on Pfaff’s problem is quite extensive. For historical as well as
detailed accounts, the reader may consult for instance, Forsyth (1890) and
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Goursat (1922). A number of approaches have been studied for the solution
of Pfaff’s problem. For the reader’s convenience, we have outlined a method
originally duc to Clebsh (see Forsyth, loc. cit., pp. 210-214), and more
recently reelaborated by Hill (1966)).

The solution of the Pfaff’s problem consists of the identification of the
invertible, contemporaneous, but explicitly time-dependent transformations

t—=t' =t
{a*} = {¢", i} = {a*} = {a*(t, )}
= {g*(t, 9, p), Pilt, 4, D)} (6.2.8)
under which
R#daﬂ = Pk(ts 4, P)qu + Qk(ts a4, p)dpk = p;cdq'k (629)
This implies that
, 9g™
R, = Pk‘w- (6.2.10)

As a result, Birkhoff’s tensor Q,, can be interpreted as representing the
Lagrange brackets

ap;, 8q™  8q™ p;
Q =k
wils a da* da®  Oa* 8a’

= ({a", @'}, )t A). (6.2.11)
It then follows that the contravariant form
(O = Q)" (6.2.12)
yields the conventional Poisson brackets

da* da*  da* oa’
Ot a)=—————=[a"a)y » . 6.2.13

The Poisson brackets between any two functions in a—space, say, C(a) and
D(a), can be reinterpreted as follows

oD
da’

(L€, Dln)@) = 525 0, ) 62.14)

The necessary and sufficient conditions for the solution of Pfaff’s problem
can be obtained via the use of Equations (6.2.10) and (6.2.14) and can be
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written (for brevity, we refer the interested reader to the quoted references
for the rather lengthy proof):

k
"R, ‘;fln =0, (6.2.152)
aqu' aqfk
QY = = 2.
w7 g = O (6.2.15b)
QR % = py (6.2.15¢)
¥ 661'“ = D, hndd
ap; Op;
I = rn
Q" 2o =0 (6.2.15d)
aqii 6p: y
o 1 = I'. s
Qo= =4 (6.2.15€)

The integration of these equations yields the desired solution. Specificaily,
the integration of Equations (6.2.15a) and (6.2.15b) yiclds the functions
a"(t, g, p), while the integration of Equations (6.2.15¢), (6.2.15d), and (6.2.15¢)
yields the functions pi(z, g, p) under which the general symplectic tensor
£2,,, reduces to the fundamental form w,,, ie.,

da® ~ 0a”
Quult; D) = Ry = 25 Qa6 @) 5 5 = @, (6.2.16)

or, more explicitly,

0R, OR, 04’ OR,6a° 6a° 3R, 0a°

—_— ..

da*  ba*  8a" da’ da”  da" da” od”
_ @RS 3RY

= a* " oav T O

(62.17)

A rather crucial aspect of the Pfaffian problem is the proof that Equations
(6.2.15) always admit solutions under the conditions considered. Regrettably,
this historical proof is rather lengthy and involved. We shall therefore omit it
here and content ourselves with the geometrical proof given above.

The reduction of Birkhoff’s equations in the (¢, a) variables to Hamilton’s
equations in the (¢, a') variables is now completed via the rule

aRv_aRudv_ @14_& —ywd'"—ﬁ =0
da® A’ da* " 01 )|sa | Oat\ 7 0" Jsa Insa

(6.2.18a)

H' = H'(t,a) = B(t, a(t, a)) — (%‘;— Ra)(r, a), (6.2.18b)
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which is the desired inverse reduction of transformations of type (5.3.22).
Notice that the Birkhoffian does not transform into the Hamiltonian accord-
ing to a scalar rule, but transforms instead according to rule (6.2.18b), due to
the explicit time-dependence of the transformations.

Almost needless to say, the geometric and the Pfaffian proofs are ulti-
mately equivalent. The former deals with the reduction of exact, contact,
two-forms to the canonical form, while the latter deals with the same reduc-
tion, but for primitive one-forms. Nevertheless, these proofs are based on
different methods, and as such, they can be of assistance for practical applica-
tions.

A difference exists in the proofs given above that should be indicated. The
transformations via the use of Darboux’s theorem for contact geometry,
Equations (6.2.3), imply that the “time” of Hamilton’s equations depends on
the time, coordinates, and velocities of the original Newtonian system as
experimentally detected. Indeed, these transformations can be explicitly
written

t—>t = tl(ts q, p) = t'(t: 4, p(ts g, q))s (62193')
gt — g% = q™(t, ¢, p) = ¢, 4, p(t, 9, D), (6.2.19b)
P — P = pilt, 4, p) = pilt, 4, p(t, 4. §))- (6.2.19¢)

On the contrary, the transformations via the Pfaffian problem, Equations
(6.2.8), are contemporaneous, even though explicitly time-dependent (for
the non-autonomous case). Clearly, this latter approach may be preferred
over the former in practical cases.

When the Pfaffian proof is reinspected within the context of the symplectic
(rather than contact) geometry, it emerges dealing with the canonical reduc-
tion of simplectic forms with an explicit time dependence, i.¢.,

Q, = 3Q,,(t, a)da* A d@’ - w, = J0,da™ A da”  (6.2.20)

which, strictly speaking, should belong to the contact geometry under proper
prolongation into 2n + 1 dimension.

The fact that reduction (6.2.20) can be properly treated within the context
of the symplectic geometry is established by the parametric approach to
symplectic forms of Chart 4.6. Consider a representation of the systems
admitted according to Theorem 6.2.1, and select the region R of definition of
Birkhoff’s equations to be smoothly deformable to a curve monotonically
increasing in time. Under transformations (6.2.8), Birkhoff’s equations
transform according to Equations (5.3.23), ie,,

Rt a) > Ry, @) = (% RE)(I, @), (6.2.21a)

B(t, a) - H'(t, @’) = B(t, a{t, @) — (%it R,,,)(z, a).  (6.2.21b)
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When the transformations verify all the needed smoothness requirements,
the image region R’ preserves the topological character of K. Then trans-
formations (6.2.8) always exist under which Birkhoff’s equations acquire
the Hamiltonian form, that is, such that

R = (%“— &)(r, &) = b, (6.2.22a)
da® ,
= (W Rd)(r, ) = 0, (6.2.22b)

as guaranteed by the application of Darboux’s theorem of the symplectic
geometry to nondegenerate, closed, and parametric forms.

We conclude this section with a number of remarks. First, it may be of
some significance to indicate that Theorem 6.2.1 admits an infinite number of
different solutions. Indeed, the transformations which reduce a contact
structure to a fundamental structure are always defined up to an infinite
number of possible identity isotopic (that is, canonical) transformations of
the fundamental tensors w** or ,,,. In conclusion and as anticipated earlier
in our analysis, canonical transformations constitute a sort of “degree of
freedom” of the Theorem of Indirect Universality of the Inverse Problem,’
although, they have no constructive role. '

The condition of analyticity of Theorem 6.2.1 is due largely to the methods
we have selected for the proof of Theorem 4.5.1 on Birkhoffian representa-
tions, while the condition of infinite differentiability is sufficient for Darboux’s
theorem. Thus, in principle, Theorem 6.2.1 could be reformulated and proved
for systems of class €® only. ‘

It should be recalled that the point of the local variables of Theorem 6.2.1
must be regular in the sense of Chart A.1 and must not be a possible zero of
the determinant of the matrix (,,). Also, a neighborhood of such a point
must be star-shaped (or topologically equivalent) to ensure the applicability
of the converse of the Poincaré lemma.

A comparison of the nonlinearity inherent in the geometric and Pfaffian
approaches is instructive. The geometric approach demands the solution
of non-linear systems of partial differential equations (6.2.4d) or (6.2.17). In
the transition to the Pfaffian approach, such non-linearity generally persists.
Indeed, Clebsh’s Equations (6.2.15) are also nonlinear, though of a different
type.

Notice that the systems of partial differential equations for the Hamiltonian
reduction are not, in general, of the Cauchy-Kovalevsky type, nor can they

% Note that, on purely formal grounds, these degrees of freedom can be used for the solution
of the equations of motion. In fact, one can attempt to identify a Darboux’s transformation
plus a canonical transformation, under which the new Hamiltonian is identically null, by
therefore implying that &' = ¢, = constant. The use of the inverse transformation o' — afa’)
would then produce the solution of the system.
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be readily transformed to a Cauchy—-Kovalevsky form. The lack of consequent
applicability of the contemporary existence theory for partial differential
equations confirms the rather crucial methodological function of the
symplectic and contact geometries.

As an historical note, the reader may be interested in knowing that Dar-
boux’s theorem is sometimes called Pauli’s theorem in the literature (see
Jost (1964)). As a matter of fact, a study of the original paper by Pauli (1953)
(as well as its elaboration by Jost (loc. ¢it.)) is recommended, because it is
directly relevant for the Inverse Problem, although understandably not
intended for such a purpose. In essence, “Pauli’s theorem” can be inter-
preted as a reformulation of Darboux’s theorem, and this is sufficient to
indicate the relevance of Pauli’s studies for the Inverse Problem.

Needless to say, Theorem 6.2.1 is an existence theorem. As such, it guar-
antees that a Hamiltonian exists under the conditions indicated, but it does
not guarantee that such a Hamiltonian can be computed in the needed
closed form. In fact, the technical difficulties related to the Hamiltonian
reduction of Birkhoff’s equations can be rather considerable, as we shall
illustrate in the examples at the end of this chapter. _ -

Despite this restrictive character, Theorem 6.2.1 has an important meaning
for mechanics. In fact, the theorem establishes that, on formal grounds, all
possible Newtonian systems verifying the conditions of the theorem can be
treated via the canonmical version of analytic, algebraic, and geometric
formulations.

On more explicit grounds, the systems represented by Theorem 6.2.1 are
of the following three classes: (a) essentially seif-adjoint; (b) non-essentially
non-self-adjoint; and (c) essentially non-self-adjoint. For class (a), the
theorem is actually redundant because the systems admit a conventional
Hamiltonian representation (although the use of the techniques of the
theorem may be equally useful for the problem of symmetries and first
integrals). For class (b), the theorem is applicable, although only in the simpli-
fied version without the intermediary use of Birkhoff’s equations. Clearly, for
the most general possible class of systems, those of class (c), the theorem is
applicable in its most general possible formulation, including the necessary
intermediate use of Birkhoff's equations.

As indicated in the Preface, achieving the primary research objectives by
no means allows the relaxation of the critical examination of the results.
Part of the next section will therefore be devoted to the critical examination
of the physical implications of the theorem.

We conclude this section by pointing out that Theorem 6.2.1 suggests
rather forcefully the Lie-isotopic structure of the hadronic generalization of
Atomic Mechanics (Section 6.1). The property was identified by Santilli
(1978d, 1979b, and 1982b). A simple presentation of the argument is the
following.

The objective is to show that Heisenberg-type treatments of contact/non-
Hamiltonian interactions among extended particles in conditions of mutual
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penetration (as in the strong interactions) do not admit the conventional
associative enveloping algebra of operators 4, B, ..., with product 4B, but
rather its isotopic generalization, e.g., of the type A« B = ATB, with T a
fixed nonsingular operator satisfying all needed conditions (Hermiticity,
positivity, etc.).

For this purpose, consider a classical, essentially non-self-adjoint first-
order form

( f-p )=0, m=1, (6.2.23)

i) _ fSA _ FNSA

which, as is now familiar, is non-Hamiltonian by assumption. Theorem 6.2.1
establishes that, under the assumed topological conditions, the systems can
be transformed into an equivalent form in new variables ¢ = ¢, r’, and p’,
which not only is Hamiltonia, but is actually “free,” e.g., it admits the trivial

Hamiltonian H = 4p'?, ie.,

(r _,,p) =0, (6.2.24)
p
Now quantize this system into Heisenberg’s equations
dA' . - ot e
i e [A,H] = AH — HA (6.2.25a)
A = AF,p), B =42 h=1 {6.2.25h)

by conventional techniques. However, variables 1’ and p’ are not realizable
via experiments (because they are nonlinear functions of the physical co-
ordinates r* and linear momenta p, actually used by the experimenter).
Thus, in order to achieve an operator description in the frame of the observer,
one must identify the inverse transform from system (6.2.24) to (5.2.23),

rorr,p)  p -l p), (6.2.26)

and the corresponding operator form
[ 4 1 -~ v [ o=y 1
F-F r',? A\ R P BT S v, | (6.2.27)

Since the original system is essentially non-self-adjoint, transformations
(6.2.26) are necessarily noncanonical (Section 5.3). For the consistency of
the theory, the operator image (6.2.27) must therefore be nonunitary.

Our objective is then achieved by noting that, under a nonunitary trans-
formations, Heisenberg’s equations (6.2.25) transform into the isotopic form
(18) of Chart 5.1. To see it, suppose for simplicity, but without loss of general-
ity, that transformations (6.2.27) are expressible via the nonunitary operator
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exp(i6Z), where 0 is the parameter and Z is a non-Hermitian operator
(Z' # Z). Then we have the formal rule

. dA
i =i =[4,B]* = ATB — BT4, (6.2.28a)
A=ePqemet B givzppg-iozt (6.2.28b)
[4, B]* = e[ A", H]e ! (6.2.28¢)

T = e¥%fe=i02 — 1, (6.2.28d)

Equations (6.2.28) confirm the existence of an operator realization of the
Lic-isotopic theory. In addition, they confirm the apparent, rather general,
physical meaning of isotopy at the various levels of mechanics (Newtonian,
statistical, particle, etc.). We are referring here to the capability of the isotopic
mapping of the enveloping algebra or of the Lie product to represent con-
tact/non-Hamiltonian interactions.

Intriguingly, the hadronic generalization (6.1.50) of Schrédinger’s
equationsis equivalent to the isotopic generalization (6.2.28a)} of Heisenberg’s
equations (Myung and Santilli, 1982a).

6.3 Generalization of Galilei’s Relativity

In this section we review the canonical foundations of the contemporary
formulation of Galilei’s relativity. We then show that such relativity is
applicable to a rather restricted class of systems. Finaily, we identify the
rudiments of a possible generalization of Galilei’s relativity of Lie-isotopic
and symplectic-isotopic type which is applicable to local Newtonian systems
with potential and non-potential forces. A good knowledge of the Lagrangian
treatment of symmetries and first integrals (e.g., as reviewed in Charts A6
through A.12) is assumed.

Definition 6.3.1. A first-order system of ordinary differential equations’

dt | |
. dt : - 1 '
(@) = w | =(E")= (E#) ={ p/m (6.3.1)
aa Py F,(t, 1, p)
\ dt
in the vector-field form on B x T*M
i} a 5}
E@) =& =Bt @)+ = 6.3.2
E(@) @ = pYT {t, a)(.j s o (6.3.2)

7 We continue to use the notation whereby the index # runs from ! to 2n for o* and from 0
to 2n for &*. The same notation is used for other quantities, such as R, and R ‘We pass liberally
from one notation to the other, depending on whether or not the separanon of the time de-
pendence is important.
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is said to possess 2 symmetry under smoothness preserving and regular
transformations

_aF - aMa) (6.3.3)
when it is form-invariant according to the rule

éa @

"f-‘ n-uu A A’
( aa# ( ( )) aa\y aAfa
c v—va ; a S At a
= E@) Pl Gyt (6.3.4)

The symmetries of a vector field can be classified into manifest, nonmanifest,
discrete, connected, finite, infinitesimal, contemporaneous, noncontemporaneous,
etc., in essentially the same way as that of the symmetries of second-order
systems {Chart A.6).

Definition 6.3.2. A function I{&) = I(t, a) = I(t,r, p) is called a first integral
of vector field (6.3.2) when its total time derivative along the direction of the
vector field is identically null, ie.,

ar o ., ol _al_,  al o .

s = =Xy = 0. 3.
i Ta T Ty T @=0 (6.3.5)

A first integral is called a conservation law when the quantity I(4) directly
represents a physical quantity, such as the total energy, the total linear
momentum, etc,

Several differences between first integrals and conservation laws were
presented in Chart A.8 for the second-order case, and they are readily adapted
to the first-order one.

Theorem 6.3.1 (Invariance Property of First Integrals). A first Integral
(@) of a vector field & is invariant under infinitesimal transformations with
8 as generators and Ot as parameter.

Proor.

grét

0. (6.3.6)
(0.ED)

This property was identified by Sophus Lie. For historical notes as well as
a presentation of the topic and related aspects, the reader may consult
Hagihara {1970, pp. 291-293). To restate the property in different terms, we
can say that the infinitesimal transformations

81 = I(@" + 8r&W) — I(@") =

&
lilia

o=t 4+, a*—>a*=a"+ 5B (6.3.7)
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constitute a symmetry of the vector field on account of the properties
I(t, ay = I, oft', a)) = (¢, o) = K1, a) (6.3.8)

which are ensured by rule (6.3.5).

Under the assumed topological conditions, it is also possible to prove the
inverse property, that is, if a function I{t, a) is form-invariant under trans-
formations (6.3.7), then it is a first-integral with respect to =.

Definition 6.3.3. A set of functions V,(¢,a), k= 1,2,...,m < 2n are called
invariant relations with respect to the vector field £ when the identities

Vilto, ao(to)) = 0, (6.3.9)

hold along the solution g, of the system at one given value of time ¢, and can
be satisfied for all values of time.

The difference between first integrais and invariant relations is instructive,
as well as important for the objectives of this section. In essence, for the case
of first integrals, the relation [ = 0 holds identically; that is, it holds for all
possible paths @ which are not necessarily solutions of the system. An
invariant relation, on the other hand, holds only along the solution of the
system. As a result, the quantity I is not necessarily an invariant relation

e, I # V. The (2n + 1 — m)-dimensional hypersurface on R x T*M
characterized by Equations (6.3.9) is called the hypersurface of the invariant
relations. For additional properties, one may consult, for instance, Hagihara
{loc. cit).

A set of physical quantities X, (t,a),k = 1,2,...,can therefore be conserved
in more than one way. First, the total time derlvatlves can be 1dent10ally null
along the direction of the vector field, i.e,,

aX &
Xfd) =25

&Ha) = 0, (6.3.10)

in which case they are first integrals. Secondly, a regular matrix of functions
A1(t, @) may also exist such that

4"

in which case the X’s are conserved by virtue of the invariant relations. In
the former case we say that quantities X, are strongly conserved, while in the
latter case we shall say they are weakly conserved. Also, the strong equality
will be denoted with the symbol = used in Equations {6.3.10), while the
weak equality will be denoted with the symbol £ used in Equations (6.3.11).

A simple example is given by the total energy E, {a) of a conservative
system. When the equations considered have no initial conditions, the energy
can assume an arbitrary constant value C; E, (a) is a first integral; and we
can write the strong equality E,(a) = C. However, if we assume a given

Xi(ao) = (aX g )(ao) (A V(@0) = 0, (6.3.11)
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fixed value C, of C, then the relation E,,{a) = C, can only hold weakly,
that is, V = E,(a) — C, is an invariant relation.® In fact, the assumption
of the value C, of the energy at one given value of time causes the system to
preserve the same energy at all subsequent times.

Note that invariant relations can occur for all possible vector fields and not
necessarily only for conservative ones. The understanding is, however, that
the physical interpretation of relations (6.3.11) becomes considerably more
abstract for nonconservative systems.

We now restrict the vector field to be Hamiltonian in the sense of Equa-
tions (4.3.5), i.e.,

W OH (L, a)

P (6.3.12)

=2t a) = o

and review the conventional definition of symmetry within the context of
canonical formulations.

Definition 6.3.4.° A contemporaneous - smoothness-preserving regular
transformation.

=t =14, a* — a*(a) (6.3.13)

is a symmetry of Hamilton’s eguations when it is, first, Lie identity isotopic
(that is, canonical),
da'* oa’

Wt > O P
da”’ da”

= @ _ (6.3.14)

and, in addition, leaves the Hamiltonian form-invariant, ie.,
H(t, a) » H'(t, a") = H(t, a(a"). (6.3.15)

Consider the case when the symmetry is constituted by an r-dimensional
Lie group of infinitesimal transformations G,. The condition that these
transformations are canonical demands that they have the structure (see
Chart 5.4 for detail)

G,: a™ = a* + W %i& (6.3.16)

where the w's are the infinitesimal parameters and the X’s are the generators
of G,.

8 The case E,,, = C, is also referred to as a particularized first integral.

# The extension of the definition to the noncontemporaneous case is given later as a particu-
larization of the more general notion of symmetry of Birkhofl’s equations. Note that the sym-
metries of Hamilton’s equations do not recover all possible symmetries of the represented vector
field. The proof of this property is left as an instructive exercise for the interested reader (Problem
6.4).
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However, the image of the Hamiltonian under transformations (6.3.16) is
given by

oH 0X

' A k v k __ k

H(t, )= H(t,a) + w B—a-‘;w“ Py H + wiH, X,]. (63.17)
The following (well-known) important property for the autonoinous case

then follows. Its extension for the non-autonomous case is not considered for

brevity.

Theorem 6.3.2 (Integrability Conditions for Hamiltonian Symmetries).
A necessary and sufficient condition for transformations (6.3.16) to be
symmetries of a Hamiltonian H(a) is that the conventional Poisson brackets
of the Hamiltonian with all the generators X,(a) are identically null, i.e.,

[H,X]=0, k=12 r (6.3.18)

The evident distinction between Lie transformation groups and Lie sym-
melry groups should be kept in mind. Also, one should remember that, if a
given Lie group is a symmetry group for one given Hamiltonian, the same
group is not necessarily a symmetry group for another Hamiltonian.

The use of Lie’s theory, with particular reference to Lie’s theorems and the
universal enveloping associative algebra (reviewed in the charts of Chapter 5
for the reader’s convenience) then permits the following important conse-
quence of Theorem 6.3.2.

Corollary 6.3.2a. The Lie algebra G, of an r-dimensional Lie symmetry
group G, of a Hamiltonian H is given by the vector space (over the field F of
real numbers) of the generators X, on T*M verifying conditions (6.3.18),
equipped with the conventional Poisson brackets as the realization of the Lie
product, and obeying the following closure rules expressed in terms of the

structure constants C¥; ( from Lie’s second theorem)

[X, X]=C5X,. (6.3.19)

1t is understood that H can be one element of G,. It is also understood that
G, can be infinite-dimensional. Neverthéless, most Lie algebras of symmetry
groups relevant in physics are finite-dimensional. This is the case particularly
for space-time symmetry groups such as the ten-dimensional algebra of the
Galilei’s group on R x T*E(3)'°

G(3.1) = [SO(3) ® T.(3)1 ® [T:(3) + T,(1)] (6.3.20)

19 We restrict ourselves for simplicity here and in the following, to presenting the simplest
possible form of Galilei’s group, that without scalar extension. For a study of broader structures,
see, for instance, Levy-Leblong (1971). See also Sudarshan and Mukunda (1974, Chap. 19).
The reader must be aware that a Poisson brackets realization of algebra (6.3.20) exists for the case
of null mass, and that the use of the scalar extension is needed to treat the case of non-null
mass. For similar reasons, the subsequent exponentiation (6.3.28) must be interpreted as occur-
ring for subgroups and conditions not demanding the scalar extension. It should be stressed that
similar ocourrences are expected for the isotopic generalization of Galilei’s relativity.
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of Galilei’s group of transformations

tot =1+t
G(3.1):3r— 1" = Rr + vgt + 1y, (6.3.21)
p—p = Rp + my,,

where 8O(3), T,(3), T,(3), and T1) are the Lie algebras of the groups of
rotations, translations in space, Galilei’s boosts, and translations in time,
respectively; and the symbols + and @ denote direct and semidirect sums,
respectively.

The preceding elements are sufficient to illustrate that the notions ex-
pressed by Definiton 6.3.4, Theorem 6.3.2, and Corollary 6.3.2a are of funda-
mental relevance in contemporary theoretical physics. In fact, the notions
are the basis of Galilei’s relativity in Newtonian mechanics as well as, upon
a number of technical implementations, Galilei’s relativity in quantum
mechanics, Einstein’s special relativity in classical discrete mechanics,
quantum mechanics, or quantum field theory, etc.

The following definition has been conceived to focus attention on some
of these methodological foundations.

Definition 6.3.5. Consider a local, analytic, regular, unconstrained, con-
servative, Newtonian system of N particles in the unique, normal, first-order
form expressed in the local variables of its experimental observation

v PN oy [Prafm
o-()-cw-(s) e

p=12...,2n=0N, k=12,...,N, a=xJ,z, p = mf

with the ten total conservation laws

Eo.=T(p + V()= X,, (6.3.23a)
N N
Plot = Z pk = Z mkpk = {XZs X3s X4}a (6323]3)
k=1 k=1
N
M, = 2.1 % b= {Xs, X, X7}, (6.3.23¢)
k=1
N
G = 3 (myT, — tp) = {Xg, Xo. X0} (6.3.23d)
k=1

Then, Galilei’s relativity' ! can be defined as a2 form-invariant description of
the closed self-adjoint character of the system, that is, as the symmetry of

11 A pumber of references on Galilel’s relativity have been given in Chart LA.1, beginning
with Galilei’s historic work.

12 Ag indicated in Chart A.12 (see also Problem A.10) Galilei’s symmetry is not necessarily
the sole symmetry capable of characterizing conservation laws (6.3.23) via Noether’s theorem,
owing to the existence of the isotopically mapped symmetries.
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the equations of motion under the ten-parameter Lic transformation group
G(3.1) (form-invariance):

GB3.1): " > aMa), a=(ta) (6.3.24a)
2(a) = E#(@) afaﬂ = Z¥(a) 5% + %

— B G o = B

= &X(@) azm = E%(a) azm + 6% = E(@) (6.3.24b)

whose ten generators X, represent the conservation laws of total quantities
(6.3.23), i.e., (closed self-adjoint character):

Kieway=0, k=12...,10. (63.25)

liliia

Xu(@) =

The relativity is characterized by the following formulations.

L. Analytic formulations essentially consist of the representation of the
equations of motion via the conventional Hamilton’s equations

[aRS(a) _ 6R3(a)] o =A@ _ o (6.3.26a)

da* da’ da*

GR? 8R! O,xn —liwn '
(w,uv) = (_ - #) = ( )a RO = (P, 0)

da* oa” loxn On X

(6.3.26b)

and related canonical formulations (canonical transformation
theory; canonical perturbation theory; Hamilton-Jacobi equations;
ete.).

. Algebraic formulations essentially consist of the universal enveloping
associative algebra #/(G(3.1)) of Galilei’s algebra

g

" (6.3.272)

#(GG.1) =

T=FOGOHGCRGD: -, (6.3.27b)
#[X, X;] —(X: @ X, - X; @ X)), (6.3.27¢)

GBI ~ [(GE]™: [X, X,] = CX,, (63.27d)
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the canonical realization of Galilei’s group'?

X
G(3.1):a* - a* = exp(B"w“” %an %)a“, (6.3.28a)

{64} = {to3 T %o, Bos Vo5 Yols (6.3.28D)
and related Lie’s theory (representation theory, etc.).

III. Geometric formulations essentially consist of the characterization of
the (autonomous) equations of motion as a Hamiltonian vector field

E_w,=—dH (6.3.29)

with respect to the fundamental symplectic structure

1 [oR® @R
P2 =3\ " B2’

)da“ A da’ = dp,, A d*® (6.3.30)

and related symplectic and contact geometric formulations (Lie’s
derivatives, €tc.).

A few comments are in order. First, we should stress the restriction of the
applicability of Galilei’s relativity only to closed self-adjoint systems. This
restriction is based on the notion of (physically) exact symmetry of Chart
A.12 applied to the case at hand. In fact, we have the combination of the
mathematical condition of Hamiltonian form-invariance and related first
integrals, with the physical condition that the first integrals directly represent
laws of nature. The conservative character of the forces is then a consequence,
e.g., of the conservation of the energy.

We can say in different terms that Definition 6.3.5 applies only for systems
of Newtonian particles verifying the following conditions.

(1) Closure condition: The system can be considered as isolated from the
rest of the universe in order to permit the conservation laws of the
total mechanical energy, the total physical linear momentum, the
total physical angular momentum, and the uniform motion of the
center of mass.

13 The “time component” of canonical realization (6.3.28) of Galilei’s relativity

@ =ex (tm"’aH 6)
P 3 2

characterizes the time evolution of the system and should not be confused with the time transla-
tion. In particular, the latter acts on t:me,t =" =t + ty, while the former acts on the g variables,
a(fy —» a(t + fp). Also, the latter is unique, while the former depends explicitly on the
Hamiltonian, and therefore its explicit form is different for different systems. The proof of the
canonicity of the time component has been left as an exercise for the interested reader
(Problem 5.8). {See also footnote 10 on page 229.)
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(2) Selfadjointness condition: The particles can be well approximated as
massive points moving in vacuum along stable orbits without
collisions,'* in order to restrict all possible forces to those of action-
at-a-distance, potential type.

The existence of physical systems obeying these conditions is unequivocal.
For instance, our solar system in Newtonian approximation is indeed a
system of this type, and, as such, obeys all conditions for the applicability
of Galilei’s relativity.

Nevertheless, the applicability of Galilei’s relativity is the exception, and its
violation is the rule in Newtonian mechanics for several reasons. The most
important is that Newtonian “particles” can be well approximated as
“massive points” only under very special conditions, In fact, Newtonian
systems generally imply motions of extended objects (e.g., a satellite) in a
resistive medium (e.g., Earth’s atmosphere), in which case their reduction to
massive points would imply excessive approximations (e.g., the approxima-
tion of the satellite orbiting in our atmosphere with a conserved angular
momentum).

When the extended character of the objects is represented together with
their general motion within media, the dynamic conditions become un-
restricted. As a result, the equations of motion break the Galilei’s symmetry
according to one of the mechanisms of the classification of Chart A.12
(isotepic, self-adjoint, semicanonical, canonical, and essentially self-adjoint
breakings).

Equivalently, we can say that, if Galilei’s relativity is imposed in the
exact meaning of Chart A.12, it generally implies an excessive restriction of
the acting forces, with consequentially excessive approximations of the
perpetual-motion type.t?

1* A few rudimentary remarks on the problem of the global stability of the system and that of
the orbits of each constituent will be presented momentarily.

'3 The considerations suggesting a generalization of Galilei’s relativity for nonpotential
interactions are numerous, both within the context of Newtonian Mechanics, as well as in rela-
tion to other disciplines, such as statistical mechanics or quantum mechanics. Within the context
of Newtonian Mechanics, the breaking of Galilei’s symmetry by the systems of daily life (recalled
eatlier) is only one aspect, and several additional considerations exist. For instance, it can be
proved (Problem 5.9) that systems with nonpotential forces evolve according to a nencanonical
law. In turn, this implies the inapplicability of virtually all methodological foundations of
Galilei’s relativity, as reviewed in Definition 6.3.5. It can also be proved that, if one imposes the
canonical character of the time evolution in the variables ¢, r, and p = mf of the experimental
observation, all non-seif-adjoint forces are identically nuil. This is, perhaps, one of the most
direct ways to see that Galilei’s relativity does not permit the representation of contact forces.
The need for a suitable generalization s then consequential, In the transition to other disciplines,
the need reemerges perhaps even more forcefully. For instance, a statistical system of particles
obeying Galilei’s relativity, in the strict sense of Chart A.12, prohibits a consistent formulation of
thermodynamics, e.g., because of the invariance of the equations of motion under time inversion,
with consequential inability to account for the entropy (see Chart 1.A.4 on the arrow of time and
the entropy). One can therefore see the need to reach a relativity which, while preserving the
conventional description of total conservation laws and global stability, is consistent with
experimentally established thermodynamic laws. Additional arguments exist within the context
of quantum mechanics because of the inability of Galilei’s relativity to describe effectively wave
packets in mutual penetration and overlapping. The generalization of Galilei’s relativity
presented later on in this section has been conceived to solve or at least alleviate these problems.
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In the following, we shall identify the rudiments of a possible generalization
of Galilei’s relativity which is more generally applicable to local Newtonian
systems. The research attitude needed for this task is the opposite of the con-
ventional one. Customarily, one first assumes an established relativity, and
then restricts the dynamics to that compatible with the relativity assumed.
On the contrary, we advocate here first the assumption of dynamic conditions
as identifiable in nature, and then the search for a compatible relativity. This
research attitude can be implemented according to the following three
steps: the identification of the largest possible class of systems with un-
restricted dynamics, the identification of the methods for the treatment of the
systems considered and of their symmetries, and the identification of the
covering relativity.

Step I: Closed Non-Self-Adjoint Systems. When a system of particles is
isolated from the rest of the universe, it must necessarily obey the ten con-
servation laws (6.3.25); that is, it must be closed. However, this does not
necessarily imply that all internal forces are of the potential, action-at-a-
distance type. In fact, closure conditions (6.3.25) are compatible with internal
forces of contact, nonpotential, non-self-adjoint type due to internal collisions
and/or motion within resistive media. This leads in a natural way to the
notion of closed non-self-adjoint systems*® reviewed in Chart A.8 for the case
of second-order systems. Their formulation for first-order systems can be
presented as follows.

Implement closed self-adjoint systems (6.3.22) with an unrestricted col-
lection of local, analytic, Newtonian forces. These additive forces can be
classified into self-adjoint'” and non-self-adjoint, resulting in the following
systems

a

(@) = (:; ) = (T¥(t, a)) = (Ea)) + (F*(t, a))

_ (Pral 0
- ( §$(r)) - (F,fa“(t, r,p) + FIA T, p))‘ (6.3.31)

The total energy will be modified in this implementation, trivially, because
of the additional presence of potential forces,

E = T(®) + V() + UG, 1, ) (63.322)
N
_v L sa_ 9V
T(p) = k; 2. P P (it = — =% (6.3.32b)
SA py_ 90U doU
Fy (t, I, m) = —sFtaa (6.3.32¢c)

However, all the other total quanfities (6.3.23b)~(6.3.23d) remain unchanged.

16 Santilli (1978d).

17 As implicit in the treatment of Chart A.12, a Galilei form-neninvariant force need not be
non-self-adjoint. In fact, several self-adjoint forces of commeon use in mechanics break Galilei’s
symmetry either in part or in full.
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In fact, as indicated during the course of our analysis, physical quantities such
as the total linear momentum P, are defined in a way independent from the
acting forces which, clearly, can only affect their behavior in time.

Definition 6.3.6. The most general possible class of local, analytic, closed,
non-self-adjoint Newtonian systems is given by the class of all possible, con-
sistent, generally overdetermined and constrained systems

@ =("") = e ) - Pral
Pra ’ k(D) + FiXt v, p) + oA, p))
(6.3.33a)
. 0X,; _8X,
X. = —l i = 6.3-33b
o)== 2 =0 ( )
Xy =Eo =T+ VE + Ulr,p), (6.3.33¢)
N
X X, X} =Py = > mypy, (6.3.33d)
k=1
N
{Xs, X6, X7} =M, = Z T X P (6.3.33¢)
k=1
N
{Xg, Xo, X1} = Gy = ), (myry, — 1py), (6.3.33f)
k=1
u=12 .., 6N, =1,2,...,N, a=x,yz
i=12,...,10

.

The primary difference between closed self-adjoint and non-self-adjoint
systems is the same as that for the second-order case; namely, the conservation
laws of total quantities are first integrals of the equations of motion for the
former, while they are, in general, subsidiary constraints for the latter,

The physical existence of closed non-self-adjoint systems is established by
a simple observation of nature. For instance, the Earth, when considered as
isolated from the rest of the universe and inclusive of its atmosphere, is
precisely a closed systems with unrestricted internal forces.

The mathematical existence of the systems is established by the existence
theory of overdetermined systems. As indicated by Santilli (loc. cit.) in his
original proposal, a hierarchy exists of classes of consistent systems (6.3.33)
with a dynamics of increasing complexity and methodological needs.

Definition 6.3.7. Closed non-self-adjoint systems can be classified into:

Class «:  when the conserved total physical quantities are first integrals
of the vector field;

Class p: when the conserved total physical quantities constitute invariant
relations of the vector field;

Classy: when the conserved total physical quantities constitute bona
fide subsidiary constraints of the vector field.
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For brevity, we limit ourselves to the illustration of class o.. The existence
of the more general classes f§ and y will be only indicated.

Assume for simplicity that the additive self-adjoint forces in Equations
(6.3.33a) are null. This implies that the original total energy (6.3.23a) persists
durmg the implementation of the systems with internal contact forces. We
now impose the conservation laws to be first integrals of the new systems
according to the strong equality

Xt a) = LX I 4 66
axX; 0xX; aX;
Pau —_ =
[M B+ ) + i, (6.3.34)

but the original equations (6.3.25) are verified by assumption: Thus condi-
tions (6.3.34) reduice to
0X,;

X,
Clipn 2 02 g = 0;
oat apka Fra 0 (6 3 35)

that is, the non-self-adjoint forcés must be null eigenvectors of the matrix
(6X,/8py.). When all ten conservation laws are worked out in detail, they
imply the following conditions on the non-self-adjoint forces

FsA =, (6.3.362)

N
2B
k=1
N
TR =0 (6.3.36b)
N
Y x FysA = 0. (6.3.36¢)
k=1

Note that these are conditions on non-self-adjoint forces for total physical
quantities to be first integrals. As a result, conditions (6.3.36) are only
sufficient for the consistency of systems (6.3.33) and not necessary.

1t is now trivial to see that consistent systems of class « do indeed exist. In
fact, the consisténcy of systems (6.3.33) has been reduced to that of systems
(6.3.36). These are functional systems of seven cquations in 3N unknown
functions FioA violating the integrability conditions of Theorem A.1.1.
Solutions in the functions # 154 exist beginning with N = 3. The case N = 2
is a special one, inasmuch as the closure forces the orbit to be in a plane. The
number of equations (6.3.36) therefore reduces to five, while the number of
functions #N5A is four. Despite the lack of sufficient degrees of freedom,
a solution still exists, and it is presented in Example 6.3. It essentiaily demands
the abandonment of the restriction that the contact forces are of Newtonian
type and the acceptance of more general, acccleration-dependent, contact
forces. As a result, the case of the two-body, closed, non-self-adjoint system is
particularly instructive in Newtonian mechanics, as well as for possible
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quantum mechanical and quantum field theoretical generalizations (Chart
6.1).

The N-body, closed, non-self-adjoint systems of class o (N = 3) are equally
instructive at all levels of study. For instance, conditions (6.3.36) might
conceivably be derived via arguments of global stability of the system achieved
via unstable orbiis of the constituents. More explicitly, the global stability of
a closed self-adjoint system is essentially achieved via the stability of the
orbits of each constituent, as is typically the case, say, in our solar system or
in atomic structure. In the transition to the closed non-self-adjoint systems,
the situation is fundamentally different inasmuch as global stability is achieved
without prohibiting internal collisions with the consequential instability of
the orbits of each constituent, as is evidently the case with the sun, for instance.

In fact, condition (6.3.36a) {which ensures the conservation of the total
energy) is clearly a first condition for global stability via unrestricted internal
exchanges of energy; condition (6.3.36b) (which ensure the conservation of
the total linear momentum and the uniform motion of the center of mass) is a
clear expression of the additional condition of global stability via unrestricted
action and reaction effects with null total value; and condition (6.3.36¢)
(which ensure the conservation of the total angular momentum) is clearly the
last expectable condition for global stability.'®

However, as indicated earlicr, conditions (6.3.36) are only sufficient for the
systems considered. When the broader class f is admitted, equations (6.3.34)
are generalized into the weak equality

Xi(t, ao) = Al(t, ag)Vi{t, ag) < 0; (6.3.37)

that is, they are expressed via invariant relations according to Definition
6.3.3. In turn, conditions (6.3.37) themselves are only sufficient, inasmuch as
the most general class of the systems (class v) is that for which the conservation
laws are bona fide subsidiary constraints of the equations of motion. The
study of these latter systems is left here to the interested researcher.

In closing step 1, the reader may recall (Chart A.8) that closed non-self-
adjoint systems were proposed as structure models of hadrons with extended
internal constituents and non-Hamiltonian structural dynamics.

Step 11: Symmetries, First Integrals, and Conservation Laws of Birkhoff’s
Equations. As is well-known, Galilei’s relativity in its contemporary inter-
pretation is an expression of some of the most advanced analytic, algebraic,
and geometric techniques of Hamiltonian Mechanics. But a necessary condi-
tion for a closed system to be non-self-adjoint is that the vector field is not
Hamiltonian in the variabies (¢, r, p), p = mf, of its experimental observation.
This implies that, for systems (6.3.33), not only do we have the general lack of
Galilei form-invariance, but we actually have the lack of applicability of the
methodological foundations of the relativity. In turn, this creates the need to

'# A first statistical study of closed non-self-adjoint systems has been conducted by Tellez-
Arenas, Fronteau, and Santilli (1979).
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identify covering methods before any attempt at the construction -of a
covering relativity can acquire scientific value.

The direct universality of Birkhoff’s equations for the representation of all
closed non-self-adjoint systems was established in Chapter 4, together with
the methods for the construction of the Birkhoffian representation from
the equations of motion, as well as the identification of the underlying
degrees of freedom. The representation can be constructed according to the
equations

oR, OR, B R,
- L) =2+ —* =1,2,...,6N, (63.
(aan M)F tLa)=-2+—7%  w=12...,6N, (6338)

where the Birkhoffian can be the total energy,
B =T(p)+ V() + Ut 1, p), (6.3.39)

and the R-functions are obtained via the solution of one of the Cauchy-
Kovalevski equations (4.5.6) or (4.5.7), or via one of the three methods of
Corollary 4.5.1d. In this way, while all self-adjoint forces are represented by
the Birkhoffian (as it occurs for the Hamiltonian), all non-self-adjoint forces
are represented via the generalization of the canonical tensor w,, into the
Birkhoffian form Q,, (which is not possible in Hamiltonian formulations).

In the preceding chapter we have established that the Birkhoffian trans-
formation theory is a bona fide covering of the Hamiitonian one. Thus
Birkhoffian Mechanics is a natural candidate for attempting a generalization
of Galilei’s relativity. In order to conduct this task, the problem remains of
generalizing the methods underlying symmetries, first integrals, and con-

servation laws.

Definition 6.3.8. The most general possible transformations on R x T*M,
at—ama), p=9012...,6N, (6.3.40)

are said to constitute symmetries of Birkhoff’s equations (5.3.38), i.e.,
Q,(8)da* =0, (6.3.41)

when they are identity contact isotopic with respect to the (2n + 1) x
(2n + 1) tensor Qﬂv(&). By recalling that all transformations (6.3.40) are
contact-isotopic {Lemma 5.3.3), we have a symmetry when the following
particularization of transformation laws (5.3.31) holds

P AV aara A (AN A
Q. (@da = P Lp(@)da’?

Al

aa A A,
= S5 0, @) = 0, (6.3.42a)

PR/ N -/
L d) = FTT Q, (a4 ))W’ {6.3.42b)
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or, more explicitly, when the following particularization of transformation
rules (5.3.38) holds,

(aB . aRv) .

@@ o
¥ &’y =
: OR, OR\,. (9B 2R\
da*  0a’ Ja* ot
oo~
= (W Q,,(8)dd ”)
3B 4R
—_ —_ p
e (57 + 3
= ) = 0,
@)\ (Ry 3R\, ., (3B R\,
aa” ~ aa®)* " \oa® T ar
(6.3.43a)
R, a) = (R, 2% — B9\, o) (6.3.43b)
BT T pgre 2a® )4 -
oo at da™\
B(t, ') = (B = RS )(t,a). (6.3.43¢)

Equivalently, we have a symmetry when the primitive one-form of Birkhofl’s
equations (the integrand of the Pfaff’s action) is form-invariant up to
Birkhoffian gauges,

R (a)yda* = R{anda" = [Ra(a') + aG(a')]da'“, (6.3.44a)

24"
5
Rya) = (R# %)(a'). (6.3.44b)

The covering nature of Definition 6.3.8 over 6.3.4 is established by the fact
that the symmetries of Hamilton’s equations are a particular case of the
symmetries of Birkhoff’s equations, in exactly the same way as the trans-
formation rule of Hamilton’s equations is a particular case of that of
Birkhoff’s equations (Corollary 5.3.34d).

Most important is the property that the new time t', in general, can be not
only a function of all old variables t'(¢, r, p), but also the image of any old
variable (Corollaries 5.3.3a and 5.3.3c).

We move now to the identification of the generalized methods for the
construction of first integrals from known symmetries of Birkhoff’s equa-
tions. For this purpose we suppose that given Birkhoff’s equations possess
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the following Lie symmetry group of infinitesimal transformations

’

Gr: (@) = (;) — @) = ( ;) = (@ + 5 = (@ + Wit (@)

[+ Wt a)

B (a“ + Wik, a))’

where, again, the w’s are the infinitesimal parameters.
Then, by recalling rules (6.3.44) or, equivalently, via the direct use of the

variational techniques of Section 1.1.3, the Pfaffian action under transforma-

tions (6.3.45) transforms according to

(6.3.45)

54 = [ Rayar — j Ry aada* = — f A[5G@)], (6.3.46)
D, Dy Dy
where D, is the original (closed) interval of time, and D,. is its image under the
transformations.
By recaliing generalized variational principle (5.3.50), we can write along
a possible or actual path

§ | @R (@

Dy Dy

dtQ, (&8

— [ ar LR @52 + SG@IE)
b At

Il

i [ a2 1R @a@ + G@EY)

. d
= —Ww Dtdt ﬁ
x [R,(t, )¢, @) — B(t, )p(t, a) — G(t, )UE®).

(6.3.47)

In this way we reach the following result.

Theorem 6,3.3 (Noether’s Theorem for Birkhoff’s Equations). If
Birkhoff's equations admit a symmetry under an r-dimensional connected
Lie Group G* of infinitesimal transformations, then r linear combination
of Birkhoff’s equations exist along an admissible path which are exact
differentials, i.e.,

%Ii(a) = QO (@)dss, (6.3.48a)

I1{(8) = R(DH@) + G{a)
= R,(t, i, a) — B(t, a)p{t, a) + G, a), i=1,2,...,r
‘ {6.3.48b)
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A quite simple, alternative proof can be formulated via (a) the property
that Noether’s theorem (Chart A.9) also applies to first-order totally de-
generate Lagrangians L(t, a, 4); (b) the property that Birkhoff*s equations
coincide with Lagrange’s equations in L(t, a, @) according to Equations
(4.2.38); and (c) the specialization of Equations (6b).of Chart A.9 to the case
at hand. This alternative approach gives rise to the quantities

L{t, a, 4) = R,(t, a)d" — B(, @), (6.3.49a)
oL, foL .
I=—= da ( 0 L)S: + 6G(t, a)

= R,éa" — (R,¢" — R,d" + B)t + 6G
WR,(t. a)(t, @) — B(t, a)pi(t, @) + Gi(t, a)], (6.3.49b)
which are equivalent to those of Equations (6.3.48b).

Corellary 6.3.3a. The quantities {6.3.48b) are first integrals of Birkhoff’s
equations.

In fact, the properties along a possible or actual path
d -
7 [ @iy = Qu(@FE @)z, = 0 (6.3.50)

are equivalent to Equations (6.3.5), where = is the vector field represented by
Birkhoff’s equations.

The covering character of Theorem 6.3.3 over Hamiltonian formulations
is expressed by the fact that, when the Pfaffian form becomes the canonical
one (ie, for R = R® = (p, 0) and B = H), we have

I; = Pkaﬁ{'m -~ Hp; + G;

oL oL )
= S - (a? o L)p,- + G, (6351)

which is the Hamiltonian formulation of the conventional Noether’s theorem.
Additional properties (such as the lack of necessary independence of the r
first integrals (6.3.48b), the lack of their necessary direct physical meaning,
ete,) can be obtained via the extension to a Birkhoffian context of the analysis
of Chart A.9.

We now progress to the identification of the Lie algebra structure of an
r-dimensional symmetry G¥ of Birkhofl’s equations. By recalling the lack of
algebraic structure of the general nonautonomous case (Chart 4.1), we must
restrict ourselves for this purpose to semi-autonomous equations (Definition
5.2.1). The capability of reducing all nonautonomous equations to this form
was proved in Section 4.5 (see also Section 5.3) and will be tacitly assurned
here. Also, we assume the reader is familiar with the problematic aspects
related to the physical meaning of the Birkhoffian under the reduction con-
sidered. Finally, we shall assume that Theorem 6.3.3 is applied to the reduced
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semi-autonomous form (rather then the original nonautonomous form),
because symmetries are not necessarily preserved under the reduction
considered.

An inspection of the notion of symmetries of Birkhoff’s equations soon
reveals that they are a particular form of the generalized canonical transforma-
tions; that is, in general, they are not canonical transformations. The canon-
ical structure (6.3.16) is therefore generally not applicabie. Instead, the neces-
sary and sufficient condition for infinitesimal transformations {6.3.45) to be
generalized canonical transformations is that they have the form

a* = a* + W (a) zfj {t, a), (6.3.52a)
GR, AR, |1\

o= Ly 3.52b

Q (’ da*  da’ ) ’ (6:3.520)

where the w's are, again, the infinitesimal parameters and the X’s the gener-
ators of G¥ (see Chart 5.4 for details).

The necessary and sufficient condition for a transformation of this type
to be a symmetry is therefore that it leaves the Birkhoffian invariant, i.e.,

B . ; ,
B'(t,a") = Bla) + 6— wiQHy % = B(a) + W[B, X,]*
da* da’

= B(a). (6.3.53)

Thus we reach the following covering of Theorem 6.3.2.

Theerem 6.3.4 (Integrability Conditions for Birkhoffian Symmetries).
Necessary and sufficient conditions for infinitesimal, generalized canonical
transformations to be symmetries of the autonomous Birkhoff"s equations
are that the generalized Poisson brackets of the Birkhoffian with all the
generators X(a) of the transformations are identically null, i.e.

[B,X]*=0 i=L2...,r (6.3.54)

The use of the isotopic generalization of Lie’s theory worked out in the
charts of this chapter then yields the following covering of Corollary 6.3.2a
(see, in particular, the generalization of Lie’s structure constants Cj; into the
structure functions Cf{a) of Chart 5.3). '

Corollary 6.3.4a. The Lie algebra GF of an r-dimensional Lie symmeiry
group G* of Birkhoff”s equations is given by the vector space (over the field
F of real numbers) of the generators X ; verifying Equations (6.3.54) equipped
with the generalized Poisson brackets as the applicable realization of the Lie
product, and verifying the following closure rules expressed in terms of the
structure functions Ci(a)

[X;, X]* = C@)X,. (6.3.55)
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In closing step II, we can therefore say that each and every aspect of the
Hamiltonian formulation of symmetries, first integrals, and conservation
laws can be consistently generalized into a Birkhoffian form.

Step 111: Construction of the Covering Relativity. At this point we define
the intended covering relativity and then identify the additional methods
needed for its construction. '

Definition 6.3.9. The isotopic covering of Galilei’s relativity'® is a descrip-
tion of physical systems veri{ying the following primary conditions:

1. the relativity provides a form-invariant description of closed systems
of extended particles under action-at-a-distance self-adjoint inter-
actions as well as contact non-self-adjoint interactions;

2. the relativity is based on the isotopic generalization of the methodo-
logical formulations of Galilei’s relativity, that is, on the Birkhoffian
generalization of Hamiltonian mechanics, on the isotopic generaliza-
tion of Lie theory, and on the symplectic and contact geometries in
their most general possible local and exact realizations; and

3. the generalized relativity recovers the conventional one identically
when the systems are reduced to pointlike constituents with conse-
quential lack of contact non-self-adjoint interactions.

By keeping in mind the conditions for a new theory to qualify as the
covering of an existing one (see footnote 24 of Chapter 5), property 1 ensures
that the new relativity applies to a physical arena broader than that of the
conventional one; property 2 ensures that the new relativity is based on a

'? We present here a Lie-isotopic particularization of the more general Lie-admissible covering
of Galilei’s relativity proposed by Santilli (1978¢, pp. 390-394; see also 1978e and 1982d) for open
non-self-adjoint interactions, The particularization has been made possible by the mathematical
property that Lie-admissible formulations contain the Birkhoffian formulaticns as a particular
case, as well as by the physical property that closed systems are a particular subclass of the open
ones, trivially, when the time rate of variation of total quantities is identically null. The main
difference between the Lie-admissible covering and the Lie-isotopic covering of Galilei’s rela-
tivity is that symmetries are used in the former case to represent time rate of variations of physical
quantities, while in the latter case symmetries are used to represent their conservation. The transi-
tion from the Lie-isotopic to the more general Lie-admissible treatment of mechanics therefore
implies a rather profound departure from contemporary conceptual settings, including those of
the generalized relativity presented here. The Lie-isotopic and the Lie-admissible coverings of
Galilei’s relativity turn out to be considerably more compatible and complementary than
expected. In fact, the Lie-isotopic relativity is currently used for the description of a closed
system as a whole, in which case the emphasis must be on the total conservation laws, while the
Lie-admissible relativity is currently used for the characterization of each individual constituent
of the said closed systems, in which case the emphasis must be on the time rate of variation of
physical quantities, The complementarity and mutual compatibility of the two relativities is
then self-evident. The need of both relativities, one for the global (exterior) treatment and one
for the constituent (interior) treatment, does not exist for closed sell-adjoint systems (because
the same relativity can trivially characterize both the state as a whole and the constituents),
but it becomes mandatory for the more general class of closed non-self-adjoint systems, In fact,
a variety generally exists of dynamic effects (e.g., those of nonlocal type) which dominate each
constituent, while their total effect is nuil, much along Equations (#3.36b). As a resuit, the use of
the exterior relativity for the characterization of the constituents, even though conceivable, is
generally restrictive and potentially erroneous. This duality of mutually compatible relativity
was proposed by Santilli (foc. cit.).
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generalization of the methods of the conventional one; and property 3
ensures the compatibility of the new relativity with the conventional one.

On more specific grounds, property 1 is realized via the construction of a
ten-parameter Lie transformation group G*(3.1) which verifies the form
invariance of systems (6.3.33a), i.e,

G*3.1): 4> &), a=(,a) (6.3.56a)
. . 3 a9
_ fas _ g
I(@) = T%®) prT THa(a)) & 70"
= (&) g = @) a (6.3.56b)
e~ Frey >

T = (1, T, a),

and whose generators X (&) represent directly the conservation laws of total
quantities (6.3.33c)-(6.5.33f), i.c.,

X@=0, i=12..,10 (6.3.57)

Property 2 is realized via the following formulations.

1. Isotopic generalization of Hamiltonian formulations essentially con-
sist of the representation of the equation of motion via the semi-
autonomous Birkhoff’s equations

{|:6Rv(a) _ aR“(a)] PG “)} -0 (6.3.58)
SA

da éa¥ oa”

and r:lated Birkhoffian generalization of Hamiltonian formulations
(generalized canonical transformations, generalized Hamilton-
Jacobi equations, etc.).

II. Isotopic generalization of Lie’s theory essentially consist of the
isotopically mapped universal enveloping associative algebra
= *(G(3.1)) of Galilei’s algebra G(3.1} and attached isotopic algebra

G*(3.1)
f/—*
EACENES (6.3.59a)
T*=FTOGOG*GD -, (6.3.59b)

R = [Xp, X* — (Xi+ X; — X X)), (6.3.59c)

G*(3.1) & [#HGE.L)] ™ : [X, X,]* = Ci{a)X, (6.3.59d)
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the Lie isotopic realization of the symmetry group G*(3.1)'°,

G*3.1): a* = a* = exp(BkQ“'“( )a © 0 ) (6.3.60a)

da® da*
ol

and related theory (generalized representation theory, etc.).

IL.  Isotopic generalization of canonical geometries essentially consist of
the characterization of the (autonomous) equations of motion as a
Birkhoffian vector field

R, @R,
da* da®

—1\af
) > {6} = {to; Tos %> Bos Yo Vol

(6.3.60b)

I' 1Q, = —dB (6.3.61)
with respect to the exact but otherwise unrestricted symplectic
structure

1 {GR, R,
= — H .
Q, 3 (3a“ )d A da’, (6.3.62)

and related symplectic as well as contact geometric formulations
(Birkhoffian realization of Lie’s derivatives, etc.).

Finally, property 3 is realized via the additional condition that, together with
the reduction of systems (6.3.33a) to the self-adjoint and Galilei form-
invariant form

(T¥) [ sacg = (f Pral 4 ) _ (Pka/mk) = (B, (6.3.63)
FNSA=g

SA = NSA
ka + fka ka

we have the reduction of the group G*(3.1) to Galilei’s group G(3.1), i.e.,

G*(3.1) | pwsan o = G(3.1), (6.3.64a)
X, @ éX, ¢
xB k = ko aff Z R k
exp(ﬂ"Q (@) i ﬁaa"‘) as exp(@ %P B ) (6.3.64b)

When all these conditions are met, group G*(3.1) is called the isotopic
covering of Galilef's group.

A rather direct way of arriving at the covering relativity is the following,
When confronted with equations of motion violating Galilei’s form-invari-
ance, a frequent attitude is that of transforming the equations in a new co-
ordinate system in which the applicability of familiar notions is recovered.
In the preceding sections of this chapter we have established that this is
always possible. In fact, Theorem 6.2.1 on the Indirect Universality of

- Hamilton’s equations has the following consequence (which can be proved
via the superposition of a Daurboux’s and a canonical transformation),
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Corollary 6.2.1a. Consider a non-self-adjoint and ‘Galilei form-non-in-
variant system (6.3.33a). Then a transformation always exists under which
the transformed system is Galilei form-invariant.

Consider, for simplicity, the case of autonomous equations (6.3.33a).
Then, Corollary 6.2.1a establishes that a transformation

a* = a*4(a) (6.3.65)

always exists under which the new system acquires the “free” structure

(T*(a®)) = (p*({m), = (ra a;a:)(a*), (6.3.66)

with consequential form-invariance under Galilei’s group

*
G(3. 1) a** — a*'* = exp(l’?"a)""’3 gji’}, 6:?*“)a*u . (6.3.67)

However, this way of recovering Galilei’s relativity is mathematically
consistent but physically illusory. In fact, one of the uncompromisable
conditions for the physical meaning of abstract mathematical algorithms is
that they admit a realization in the frame of the experimental observation. It
is easy to see that the variables v*(x, p) and p*(x, p) in which relativity (6.3.67)
holds are generally nonrealizable experimentally. In fact, the functional
dependence of the new variables in the old is generally nonlinear (Section 6.2),
therefore implying the inability of setting measuring apparata along tra-
jectories of the type r* = a exp fir- p, etc.

This deficiency can be easily bypassed by transforming symmetry (6.3.67)
from the mathematical coordinates r*, p* to the original physical ones r, p via
the inverse a* — a(a*) of trasformations (6.3.65). However, these transforma-
tions must be necessarily noncanonical, trivially, because the original vector
field is non-Hamiltonian by assumption. We can then easily prove that,
under such an inverse transformation, the conventional relativity (6.3.67)
in the mathematical coordinates transforms into the isotopic covering
relativity in the physical coordinates. In fact, under noncanonical transforma-
tions, Hamilton’s equations transform into Birkhofl’s equations; the con-
ventional Poisson brackets transform into the generalized ones; and the
conventional canonical realization of Galilei’s group transforms exactly into
its isotope (6.3.60a) according to the formal rules

oxXE 8 0X, @
k. f k — pkOaBe oy Tk
Pt = = 009 T = (6.3.682)
o B
oty = 29 v 58 X, = X¥t, a*a).  (6.3.68b)

da** da*’

We can therefore conclude by saying that the covering relativity emerges
rather naturally from the analysis of these volumes, provided that excessive
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approximations of perpetual-motion type are avoided, and the local variables
are those of the frame of the experimental observation.

The preceding remarks also provide a first method for the formal construc-
tion of the generalized relativity according to the following procedure.
(a) Identify the closed non-self-adjoint system under consideration (whether
of class «, B, or y), by making sure that the local variables have a direct
physical meaning (e.g., “p™ is “mi™), that the vector field in these physical
variables is non-Hamiltonian, and that the total physical quantities are
indeed conserved.

(b) Construct a semiautonomous Birkhoffian representation of the vector
field via the methods of Chapter 4.

(c) Construct a Darboux’s transformation of the type of Corollary 6.4.1a,
by therefore reducing Birkhoff’s equations to a Hamiltonian, Galilei form-
invariant form. .

(d) Construct the canonical realization of Galilei’s relativity in the trans-
formed reference frame, via the explicit computation of the infinite series of
Equations (6.3.67).

(¢) Transform this Galilean symmetry G(3.1)+ into its isotope G*(3.1),,, via
the inverse of Darboux’s transformation, and see whether it does indeed
provide a form-invariant description of the system considered in the sense of
Definition 6.3.9.2° ‘

A second method can be identified via the use of the “inverse Noether’s
Problem ™ within the context of Theorem 6.3.3, that is, the construction of a
Birkhoffian symmetry from known conserved quantities.”?! A third method
can be identified via Lie’s construction of the symmetries of given equations
of motion (Chart A.7), of course, upon its suitable reformulation for non-
Hamiltonian/Birkhoffian vector fields, as well as for the selection of the
symmetries obeying the crucial condition (6.3.64).** The study of these, as
well as other conceivable methods, is left here to the interested researcher.
Particularly recommended is the geometric analysis by Schober (1981 and
1982).

We would like to close this section with a few remarks. First, the researcher
should keep in mind that, while Galilei’s relativity applies to structurally
simple forces and is a manifest symmetry, this is not the case for the general-
ized relativity. In fact, one of the first examples provided by this author
following the original proposal of the generalized relativity was that the
generalized symmetry transformations can be nonmanifest to the point of
being expressed via transcendental functions. This is a reflection of the fact

20 In studying this problem, the reader should keep in mind that a vector field is always form-
invariant under the time evolution induced by itself (Problem 6.5). As a result, the form-invariance
of the closed non-self-adjoint systems under the time component of group (6.3.60a) is always
verified. As a matter of fact, the computation of a Birkhoffian representation of the system, and
its exponentiation, is sufficient to provide the desired form-invariance for the time component,
without necessarily going through all of steps (a)-(e). The situation for the remaining nine com-
ponents of group (6.3.60a) is different, owing to the current lack of solution of the so-called
Inverse Noether's Problem (see below).

! See Problem 6.6.

22 The initiation of this study for the more general Lig-admissible (rather than Birkhoffian)
realization of symmetries has been conducted by G. E. Prince et al. (1979).
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that the complexity of the admitted dynamics carries over to the applicable
relativity.

A second new aspect is related to the contemporary tendency to express a
relativity via a unique symmetry, e.g., (6.3.21). This is no longer possible
under contact nonpotential interactions. In fact, these interactions are
represented via the Birkhoffian generalization Q** of the canonical tensor
w*’. As a result, they appear directly in the structure of the covering sym-
metry, equations (6.3.60a). In turn, this means that different non-self-adjoint
Jorces generally imply different relativities. As a result, Definition 6.3.9
actually treats an infinite variety of possible generalizations of Galilei’s
relativity. The coordinate-free globalization of all these generalized rela-
tivity is expected to be unique (and actually to coincide with that of
Galilei’s relativity®®). However, the reduction of the infinite local symmetries
to only one generalized form would imply, again, unnecessary restrictions on
the dynamics, or the abandonment of the form-invariant description of
physical systems (which is at the basis of all relativities, whether conventional
or generalized).

A further new aspect is related to another contemporary tendency, that of
expressing relativities in inertial reference frames. As is well-known, inertial
frames are of conceptual more than experimental value because they are
not available to the contemporary experimenter, nor are they expected to be
in the foreseable future. The covering relativity as per Definition 6.3.9 was
conceived for noninertial frames, as one way to represent the actual non-
inertial character of all available experimental frames. This feature is neces-
sary whenever one imposes the condition that the local variables are those of
the experimenter and persists under transformations (6.3.60). To stress this
important point, one should not restrict the study to the observation that
transformations (6.3.60) are noninertial. Instead, one should begin the study
with the observation that the experimental frame in which the relativity is
constructed must necessarily be noninertial to comply with physical reality,
and then take the necessary precautions that this noninertial character is
preserved by the class of symmetries admitted.>*

A number of additional aspects (such as the apparent characterization by
the covering relativity of a class of privileged frames, those at rest with the
closed non-self-adjoint system considered) are under study at this moment,
and we refer the interested reader to the literature on the subject.

** As indicated in the geometric charts of Chapter 4, the coordinate-free globalization of the
symplectic and contact geometry implies the loss of distinction between Hamiltow's and Birkhoff’s
equations. The globalization of Galilei's relativity has been studied by 2 number of authors (see,
for instance, Souriau (1970)). Even though these studies were specifically and strictly intended
for conventional Galilean/Hamiltonian/Lie settings, they may be more suitably expressed to
include all possible relativities of the same mathematical class, that is, the isotopic covering of
Galilet's relativity.

2% Ali frames on Earth are known to be noninertial due to the gravitational, Coriolis and other
forces inherent in the Earth’s rotations. The situation clearly persists for laboratory frames in
orbit around the Earth as well as on the Moon. When interplanetary travel becomes feasible in
the future, even this wiill not provide a laboratory frame which is truly inertial. In fact, our entire
galaxy (let alone our solar system) is in apparent accelerated motion in our universe.
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The most intriguing implication of the isotopic covering of Galilei’s rela-
tivity is clearly the possibility of stimulating the construction of a corre-
sponding generalization of Einstein’s special relativity in classical and
quantum mechanics, and of Einstein’s general relativity for the interior
problem of gravitation.

Einstein’s special relativity in its contemporary formulation is compatible
with the conventional Galilei’s relativity, as is well-known, but not with its
isotopic covering. This can be seen, for instance, from the fact that closed
non-seif-adjoint systems demand noncanonical time evolutions at the
classical level and nonunitary time evolutions at the quantum mechanical
level. This creates the need of generalizing Finstein’s special relativity so as to
recover the isotopic covering of Galilei’s relativity for low speeds. Expectedly,
such covering relativity could permit the description of contact nonpotential
interactions which, being instantaneous by nature, cannot be described via
existing relativistic formulations.

Einstein’s general relativity for the interior problem appears to be in
equaily pressing needs of generalization. In fact, the systems studied in these
volumes (such as satellites in Earth’s atmosphere; spinning tops with drag
torques; etc), strictly speaking, are interior systems of the problem of
gravitation. As is familiar from our analysis, a necessary condition for
avoiding excessive approximations of the perpetual-motion type is that these
systems admit unrestricted forces. It is possible to show that these forces
are outside the technical possibilities of Einstein’s general theory of gravita-
tion, as well as of other existing generalizations, e.g., of so-called gauge or
supersymmetric type. This is established by the fact that all these relativities
do not permit unrestricted non-self-adjoint forces in their Newtonian limit.
Equivalently, the situation can be seen from the fact that all existing theories
of the interior problem of gravitation are locally Lorentz in character, while
a direct representation of satellites with nonconserved angular momenta
can best be achieved via theories which are not locally Lorentz in character,
evidently in order to permit the local breaking of the syminetry under the
group of rotations. More generally, the situation can be seen by noting that
interior problems of the Earth, sun, and physical systems at large are non-
local, thus requiring an integro—differential geometry for their adequate
treatment. On the contrary, all geometries currently used for the interior
problem of gravitation are of local-differential character.

In the transition to quantum mechanics and quantum field theory, the
need to construct covering relativities appears to be even more pressing. In
fact, as stressed earlier, the interior of stars, hadrons, and nuclei is actually
constituted by extended particles in necessary conditions of mutual penetra-
tion and overlapping, resulting in the most natural as well as most general
possible class of closed, integro-differential, variationally non-self-adjoint
interactions. The complexity of these systems is such that they are simply
outside the technical capabilities of existing relativities for the micro-
scopic world, such as Einstein’s special relativity in quantum kinematics
and quantum field theory.
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The need to generalize existing relativities appears rather natural if one
meditates a moment on the limitations of their conceptual foundations. In
fact, apart from technical differences, all existing relativities are based on
the notion of the pointlike constituent, as conceived by Galilei and Newton
and, more recently, embraced by Lorentz, Poincaré, Einstein, and others.
The originators of the notion argued that when extended objects move in
vacuum, their actual shape and structure do not affect the dynamics. Under
these conditions, the objects can be well approximated as massive points.
This produces the Galilean or Newtonian approximations of the sun, Earth,
and all other planets as points, which were subsequently used by Lorentz,
Poincaré, and Einstein, for the relativistic description of massive and charged
particles.?’

The development of contemporary relativities from this primitive notion
can be understood via the techniques of these volumes. In fact, systems of
pointlike constituents, by their very conception, demand that the interaction
islocalized at a collection of isolated points, This implies the local-differential
character of the geometries, from the symplectic to the Riemannian geo-
metry. Furthermore, pointlike particles, also by their very conception,
demand that all admissible interactions are of action-at-a-distance, potential
type. This implies the derivability from a conventional variational principle
of all admitted systems, whether in Euclidean or Riemannian space. In short,
the assumption of pointlike constituents implies the restriction of physical
systems to those of closed self-adjoint type. The transition from one relativity
to another is then performed on the basis of data which do not depend on the
structure of the constituents and on the acting forces (see Figure 6.1 for
more details).

However, while the Earth can be well approximated as a massive point for
the description of its trajectory in the solar system, the same approximation
becomes excessive with respect to a satellite in Earth’s atmosphere or to a
proton in the core of a star. In fact, the dynamic evolution of these latter
systems is directly affected by their actual shape and structure. The funda-
mental notion of the isotopic covering of Galilei’s relativity is therefore that
of extended constituent. The generalization of the closed self-adjoint systems
into the closed non-self-adjoint ones is a mere consequence of the extended
character of the constituents. In fact, the moment the constituents acquire a
dimension in space, contact effects due to collisions and other interactions
become unavoidable. But the notion of potential energy has no physical
basis for contact forces. The existence of closed non-self-adjoint interactions
then becomes inevitable. The understanding, stressed a number of times
during our analysis, is that our local non-self-adjoint treatment must be

25 The reader is urged to study the original contributions by Lorentz (1904), Poincaré (1905),
and Einstein (1905). He will discover that the restriction to pointlike particles moving in vacuum
under long-range, action-at-a-distance interactions is expressed quite clearly in these limpid
writings. These fundamental restrictions have often been omitted in subsequent studies by other
authors.
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considered a first approximation of an expected sequence of technical
improvements of the description of extended particles.

The isotopic covering of Galilei’s relativity has therefore been presented
in these pages as the first, most rudimentary possible treatment of the
generalization of the Galilean/Newtonian conception of point-like particles
into extended particles. The existence of a chain of generalizations of other
contemporary relativities then becomes rather natural.

Put explicitly, the covering relativity has been presented in these pages not
as the end, but rather as the beginning of new advancement. It is a manifesta-
tion of my conviction that Physics is a science that will never admit terminal
theories.

Chart 6.1. Applications to Hadron Physics

As is well known, Hamiltonian Mechanics is at the foundation of a number
of branches of contemporary physics, ranging from statistical mechanics
to field theory, to particle physics, etc. The existence of a Birkhoffian
generalization of Hamiltonian Mechanics is therefore of fundamental
relevance inasmuch as it implies the possible existence of corresponding
generalized formulations in all branches of physics (as well as of science
at large) currently treated with Hamiltonian methods. The advantage of
the generalization can be anticipated from the analysis in these volumes;
it consists of removing unnecessary restrictions on the structure of the
systemns represented, with consequential possibility of representing
nature more realistically. '

This volume would therefore be incomplete without an indication of
the implications of Birkhoffian Mechanics for non-Newtonian branches
.of science. This chart is devoted to the basic ideas regarding applications
to strongly interacting particles {hadrons). Needless to say, this is a volume
on Newtenian mechanics and no in-depth treatment of other fields should
be expected. The ideas are presented in their simplest possible current
understanding and are supplemented by primary references for a technical
study of the issues.

To begin, let us recall that quantum mechanics was conceived for the
structure of atoms and for electromagnetic interactions at large. For this
reason, the mechanics will be referred to herein as Atomic Mechanics.
lts validity in the arena where it was conceived has been established by an
impressive amount of experimental evidence and is assumed here.

Nevertheless, authoritative doubts on the final character of the mechanics
have been expressed since its inception, and a number of them remain
unresolved. We cite here the historical doubts by Einstein on the terminal
character of Heisenberg's indeterminacy, Jordan's doubts on the associ-
ative character of the enveloping algebra of operators, Fermi’s doubts on
the applicability of conventional geometries (and relativities) within the
region of space occupied by a proton or a neutron, etc. A review of these
doubts can be found in Section 2.1 of the memoir {Santilli, 1979b).

With the passing of time, Atomic Mechanics has shown more and
more limitations in effectively representing physical conditions which are
increasingly different from those it originally described (point-like
particles under mutual, long-range, electromagnetic interactions). We
limit oursslves here to the observation that in the transition from the atomic
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to the nuclear two-body problem, suppression of the energy spectrum
oceurs. In fact, while the hydrogen atom (or the positronium) has the
well-known infinite spectrum of energy, no exited level has been identified
to date for the deuteron (a minimum of five nucleons are needed to attain
@ nuclear structure admiiting an energy spectrum reminiscent of the
atomic one},

This fact alone could be sufficient to motivate the construction of a new
mechanics specifically conceived for the structure of nuclei, under the
condition that Atomic Mechanics is admitted not only as a particular case,
but also for (the peripheral states of) heavy nuclei. In much the same way,
Atoric Mechanics recovers its classical origin not only under the cor-
respondence principle, but also for (the peripheral states of) heavy atoms
(or for sufficiently large orbits). Deeper scrutiny allows one to see that
Atomic Mechanics has been unable to achieve a quantitative, satis-
factory representation of several aspects of nuclear physics (such as the
total magnetic moments or even the total values of spin}, even though the
emergence of a meaningful first approximation is not denied. Most of all,
despite over half a century of research, Atomic Mechanics has failed
to produce the solution of the ultimate problem of nuclear dynamics: the
nature of the nuclear forces.

in the transition to the deepet level of hadron structure, the limitations
of Atomic Mechanics have emerged more clearly. For instance, even
though the atomic two-body system is generally unphysical for the
deuteron, at least it admits positive energies. In the transition to a hadronic
two-body system of the type needed for the lightest known hadrons, the
79 meson, even the positivity of the energy is generally lost. In fact, in
this case we need very light constituents as compared to the total energy.
Under these circumstances, no negative binding energy is generally
possible via the (nonrelativistic) Schridinger’s eqguation, and the admissible
values of the total energy become generally complex.26 This is only the
beginning. When the current status of hadron physics is examined objec-
tively, a host of unresolved fundamental problems emerge. In nuclear
physics, we can say that the use of Atomic Mechanics, while leaving
unresolved the problem of the nuclear force, at least has permitted the
final identification of the nuclear constituents. When applied to hadron
physics, Atomic Mechanics has left unresolved not only the basic dy-
namics, but—essentially—the problem of the hadronic constituents,
despite one of the most massive (financially and humanly) efforts in the
history of physics, In fact, the conjecture that hypothetical particles called
quarks are the constituents of hadrons, faces a number of still unresolved
basic problems.27 At any rate, on sound scientific grounds, we cannot
claim today that the problem of the structure of hadrons has been resolved
in a way comparable to that of the structure of nuciei and atoms.

The construction of a new mechanics, specifically conceived for the
hadronic structure, is therefore advocated. This mechanics has been
tentatively called Hadronic Mechanics by Santilli (1978d, p. 756) and
the same terminology will be adopted here. By conception, the new
mechanics must admit a simpler specialization called by the same author
Nuclear Mechanics (loc. ¢it.). In turn, Nuclear Mechanics must admit

28 See R. M. Santilli (1974, Appendix C) and quoted references.

27 For a review of some of the problematic aspects of contemporary hadron
physics, the reader may consult R, M. Santilli (1981 c).
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conventional Atomic Mechanics as a particular case, according to the
enclosure properties

Atomic Mechanics = Nuclear Mechanics < Hadronic Mechanics. (1)

In the study of this chain of generalizations, several new, rather intriguing,
mathematical, physical, and experimental problems emerge. The first
problem is, predictably, of conceptual nature and consists of the identifica-
tion of the physical differences between the atomic, nuclear, and hadronic
forces. If Atomic Mechanics is used, all these forces are structurally the
same, i.e., they are all of potential type. If a hierarchy of covering mechanics
is advocated, this simplistic condition can be relaxed, opening the way to
the study of broader physical structures. The analysis in these volumes,
even though {or perhaps because) classical, can be valuable for this
problem. In fact, our methods permit the identification of the following
hierarchy of interactions of increasing structural complexity and methodo-
logical needs.

Class [: Closed, Local, Self-Adjoint Interactions: These are inter-
actions which vetify the conventional consgrvation laws of total quantities
(closure), which occur at a finite number of isolated points (locality),
and which verify the theorems of the Inverse Problem as being of action-
at-a-distance, potential type (self-adjointness). The great majority of
interactions of contemporary physics are of this type, of course, upon
extension of the techniques of the Inverse Problem to relativistic and field
thecretical settings. For instance, the electromagnetic interactions at their
various levels of study, as well as the unified gauge theories of weak and
electromagnetic interactions, are of closed, local, and selfadjoint type
(Santilli (1978b}).

Class Il: Closed, Local, Non-Self-Adjoint [nteractions: These are inter-
actions which are closed and local as those of Class |, but whose internal
forces are structurally more general than those of the first class, inasmuch
as they admit contact, nonpotential forces (non-self-adjointness),
besides conventional, potential forces. A rather forceful example is given
by Earth when considered as isolated from the rest of the universe. The
system is ciosed, but the internal forces are generally nonderivable from a
potential.

Class Ill: Closed, Nonlocal, Non-Self-Adjoint Interactions: These are
interactions which are closed and non-self-adjoint as those of Class Il,
but which generally occur at all points of a volume or surface (nonlocality),
therefore demanding the transition from conventional, ordinary (or
partial) differential equations (Classes | and I} to integro-differential
generalizations. The interactions occur whenever the extended size of the
constituents cannot be ignored, e.g., for the motion of a satellite in Earth's
atmosphere. Therefore, with deeper study, the Earth is a system of the more
general Class Ill. Its treatment under Class Il is a good approximation
because, even though the non-locality is lost, the existence of contact,
nonpotential forces is preserved. On the other hand, the use of interactions
of Class | would lead to excessive approximations of perpetual-motion-
type (e.g., motion of a satellite in our atmosphere with a conserved
angular momentumy).

In other words, the methods of the [nverse Problem identify the fact that
the contemporary charactetization of interactions via the selection of a
Lagrangian or a Hamiltonian implies a fundamental, often excessive
simplification of nature.

By recalling that atoms are systems of Class |, one can readily see that
nuclei could be studied within the setting of Class Il, while hadrons may
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likely demand the still more general treatment of Class Ill. The argument is
quite simple. Clear experimental evidence establishes that protons and
neutron (as well as all hadrons) have a finite charge radius which is of the
order of 10-"2 cm (=1F). Once they are members of a nuclear structure,
protons and neutrons are in average conditions of mutual penetration of
the order of 10-3 units of their volume. This clearly suggests contact
interactions for which the notion of potential energy has no physical basis,

The fundamental physical hypothesis for the construetion of Nuclear
Mechanics is therefore that the nuclear forces have a non-Hamiltonian
component which, as such, is outside the technical possibilities of Atomic
Mechanics. The construction of a covering theory then becomes manda-
tory. The fundamental approximation is that the non-Hamiltonian com-
ponent is still local. The transition to full Hadronic Mechanics can he
anticipated and consists of assuming a dynamics which is not only non-
Hamiltonian, but also nonlocal, with the understanding that a local
approximation may be meaningful for the structure of light hadrons.

Once the basic physical conditions have been identified, the next logical
step is the identification of the mathematical tools for their treatment. As
recalled in Section 6.1, Atomic Mechanics is, in essence, an operator
realization of Lie's theory. The need to achieve a generalization of Lie's
theory for the treatment of non-Hamiltonian forces is then inevitable.

This problem has been studied at the yearly Workshops on Lie-admissible
Formulations of 1978—1981 (see the Proceedings of 1979 and 1981) by a
number of pioneering mathematicians identified in Chart 4.7, The studies
have resulted in two progressive generalizations of Lie's theory, one of
Lie-isotopic type (which has been indicated in the charts of Chapter 5},
and a more general one of Lig-admissible type (touched on in Chart 4.7,

The next problem is to identify the arena of applicability of these
mathematical tools. At this point, new features emerge without counter-
part in Atomic Mechanics. Within that theory, one single formulation is
sufficient for the characterization of a bound state as a whole as well as its
individual constituents (the point was elaborated upon in this volume for
the case of closed, variationally self-adjoint, classical systems). This is not
so in the more general class of closed, variationally non-self-adjoint
systems, because specific dynamic effects at the constituent level (e.g.,
due to nonlocal forces) may “cancel out” in the treatment of the system
as a whole (see equations (6.3.36b)). As a result, the mechanics which is
effective for the exterior treatment of a bound state is not expected to be
equally effective for the interior treatment, i.e., the description of the
constituents. The use of two different but complementary mechanics is
then advocated, one for the " global " treatment and one for characterizing

* the constituents.

The primary algebraic character of the two mechanics can be identified
as follows. Assume that the time evolution for both mechanics is expressed
by an algebra with product A x H where the operator H represent the
energy,

A=A x H), cel. (2)

When the exterior description of a closed system is considered, the primary
emphasis is on the conservation of total guantities, such as the total
energy A = H,_,,. In this case, the product of law (2} must necessarily be
antisymmetric, that is, a product A = H,, must exist such that

A=cAxH

tot)

=c(A = Htot - tht * A}, (3)



Generalization of Galilei’s Relativity 257

In fact, only an antisymmetric product is capable of permitting the con-
servation of the total energy
Hige = €(H g ¥ Hygy =~ Hige v H

tot

} =0 (4)

Further arguments (e.g., related to the integrability conditions for the
transformation theory, much along the lines of Chart 5.4) suggest the use
of the Jacobi law as an additional condition. As a result, the product
A+ H_ must be Lie-admissible, that is (Chart 4.1), it must be such that
the attached product A « H,,, — H,,. * A is Lie. In this simple way we
reach the conclusion that the exterior treatment of all mechanics, whether
for the structure of atoms, nuclei, or hadrons, is expected to have a Lie
algebraic character. However—and this is equally important—the Lie
algebraic character suggested by total conservation faws is not re-
quired fto be of the conventional type A x H_ = 1[A H, ] =AH.,
- H, A where AH,  is the conventional associative product. One can
therefore see naturally the possibility of constructing a hierarchy of
generalizations of Atomic Mechanics along hypothesis (1) via the use of a
conresponding hierarchy of enveloping Lie-admissible algebras, as we
shall indicate below.

When passing to the interior description, the situation becomes funda-
mentally different. In this case, the energy of the particle considered,
H=H_,. is now strictly nonconserved. A necessary condition of con-
sistency is therefore that the product A x H is not antisymmetric, that
is, it must be non-Lie:

A=c(AxH,,)}=NON-LIEL ceC (5)

In fact, only an algebra for which A x H,_.. +# —H__ ., * A can account
for the time rate of variation of the energy

Fyare = 6H e X Hoo) # O, (6)

but the interior and the exterior treatment of the same closed system
must be compatible. This cendition can be expressed, at the algebraic
level, through the requirement that the antisymmetric part of the interior
product coincide with the exterior product, ie, AxXxB8-BxA=
AxB— Bx A Thus, for the case of the interior description (5), the
product A x H__ . Is expected to be a nonassociative, non-Lie, Lie-
admissible product (some classical forms were presented in Chart 4.7).
it is then easy to see that a hierarchy of interior hadronic mechanics can
be constructed via a hierarchy of the algebras indicated.

In this chart, we cannot possibly review all the studies dealing with the
application of this dual algebraic approach to Hadron Mechanics. These
studies include (directly or indirectly} work by an increasing number of
physicists:

part

part

o experimental physics (team leaders): R. J. Slobodrian (Université
Laval, Québec), M. E. Conzett (Lawrence Berkeley Laboratory,
Berkeley), H. Rauch (Atominstitut, Wien, Austria), and others;

e theoretical physicists (besides this author): G. Eder (Atominstitut,
Wien, Austria), R. Mignani (Universitd di Roma, Roma, [taly),
S. Okubo (University of Rochester, Rochester), E. Kapusdik
(I.N.F. Warsaw, Poland), Chun-Xuan Jiang {(Peking, China),
A. Schober (I.B.R., Cambridge), J. Kobussen (Universitat Ztirich,
CH), R. Trostel (Technische Universitat, Berlin,  W. Germany),
D. P. K. Ghikas (University of Patras, Greece), J. Lohmus, M. Kbiv,
and L. Sorgsepp (Estonian Academy of Science, USSR}, J.Fronteau
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and A. Tellez-Arenas (Université d’Orléans, France), S. Guiasu
(Université de Québec), J. Salmon (Conservatoire Nationale,
Paris}, and others.

The interested reader may consult the four volumes of the Proceedings of
the First International Conference on Nonpotential Interactions and their
Lie-admissible treatment (1982) held at the Université d"Orléans, France,
as well as the volumes of the reprint series edited by A. Schober (1982).

In this chart we shall limit ourselves to the review of few basic ideas
underlying the branch of the Hadronic Mechanics that is more in line
with the Birkhoffian Mechanics of the main text. By recalling that the
latter is a classical realization of the Lie-isotopic theory, the selection of
the (local) Lie-isotopic branch of Hadronic Mechanics is evident.

We have thus narrowed our objective to the second line of Diagram 1.

Diagram 1
Classical QOperator

Theory Realization Realization
Lie's Hamiltonian Atomic
Theoty Mechanics Mechanics
Lie-isotopic Birkhoffian Exterior branch of
Theory Mechanics Hadronic Mechanics
Lie- Birkhoffian- Interior branch of
Admissible Admissible Hadronic Mechanics
Theory Mechanics

On more specific grounds, we shall indicate the generalization of the
Hilbert space structure which seems advisable in order to represent
closed non-Hamiltonian systems, according to the axiomatic studies by
Myung and Santilli {1982 a and b).

Consider a Hamiltonian description of particle interactions as provided
by Atomic Mechanics, with Hilbert space #, unit / = i~7; basis |a):
normalization {ala'> = d_,., enveloping algebra U of operators 4, B, . ..
with conventional associative product AB; attached Lie algebra - with
product [A, B1 = AR — BA, etc.

The construction of the exterior closed treatment of Hadronic Mechanics
is based on the selection of a suitable isotopy operator 7(r, p. ...)
verifying all needed topological conditions (positivity, Hermiticity, etc.),
under which the algebra % is mapped into the isotope A* with product
A % B = ATB, with T fixed. The attached Lie algebra is then given by the
isotope (Charts 5.1-5.5})

[W*]~: [A Blgw =A+xB - B+ A=ATB — BTA, (N

with the understanding that possible, more general isotopes are not
excluded.

The generalization of U into A* essentially implies the generalization of
Planck’'s unit / = fi—' into a bona fide (left and right) operator unit

FrxA=Axl*= 4, F=71 (8)
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with the understanding that its space—time average can approach #-1 as
closely as desired. The physical objective is to attempt a representation
of the increased physical complexity of the processes of absorption and
emission of energy in the transition from the structure of atoms (where
glectrons can freely “'jump” from one orbit to the other}, to nuclei (where
nucleons cannot freely “jump” from one orbit to the other owing to the
densely occupied volume of nuclei).

The alteration of the unit has rather profound implications for virtually
all physical and mathematical aspects. We mention here only a few
generalizations that are consequential. Since the unit is no longer /,
normalization must be generalized accordingly, e.g., to the form

Cal = |@y =<a|T|ay = 6%.=1%5,,.. C)

A similar generalization occurs for the decomposition of probability,
expectation values, etc.

Under certain restrictions {particularly, the positivity of T) the generalized
product {a| = |a’> is still an inner product, and the underlying space is
still a Hilbert space we shall call #*. However, #* does not act linearly
on the conventional field of Atomic Mechanics, that of the complex
numbers C. In order to preserve the crucial linearity (cleatly necessary to
preserve the Hilbert character of the space), the field € is generalized into
the operator form

C* = {e*|c* = f*g, ceC} 10

where the " numbers” ¢* are called T-scalars.

The isotopic generalization of all conventional operators of Atomic
Mechanics (Hermitean, anti-Hermitean, unitary, antiunitary, etc.) is then
predictable. Here we mention only the conditions for an operator U/ to be
nenunitary but T-unitary:

Ux U1 =U-1% U= J* (11)
The admittance of the conventional atomic case as a particular case is

evident.
The picture of basic generalizations is completed by that of traces

r A =¥t A (12)
and of determinants
det; A = (det AT)/*. {(13)

In this way we reach the following /sotopic generalization of the
eigenvalue equations

Hs [ =HT|>=c*=[>=c¢ly (14)

also proposed by Myung and Santilli (foc. cit.). Its capability to represent
non-Hamiltonian forces has been established as follows. One first notes
that the hadronic-isotopic generalization of Schrédinger's equations
can be written

o
il>=Bx1) (15)

and constitutes a reformulation of equations (6.1.80) in s*. Non-
Hamiltonian forces then follow from the fact that the classical image of
(8.1.50} is given by the Birkhoffian generalization of Hamilton—Jacobi
equations (6.1.24).
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Since the enveloping algebra of operators W* is stili associative, suitable
generalizations of the various theorems of Lie's theory related to ex-
ponentiation are possible (Poincaré—Birkhoff—Witt theorem, WNelson
theorem, etc.). The time evolution can therefore be characterized also via
the finite, Lie-isotopic group of T-unitary cperators2®

A(t) = *e'TH & A(Q) = e~HT[* (16)
whose |ocal expression is the hadronie-isotopic generalization of Heisen-
berg's equations (equations (18) of Chart 5.1), i.e.,

i4=[ABlg=Ax8—-Bx*A (17)

Under certain conditions, (15) and (17) are equivalent in that they are
connected by a T-unitary transformation of the type

U = g-iter, (18)

Particularly significant is the fact that unitary (and antiunitary) operators
of Atomic Mechanics do not constitute, in general, symmetries of Hadronic
Mechanics because they alfter the structure of the isofopic product, i.e.,

UTA, Blg U1 = U(ATB — BTAYU-
=[A", B'lge = ATB — B'TA". (19)
On the contrary, a necessary condition for operators to constitute sym-

metries of Hadronic-Isotopic Mechanics is that they are T-unitary (or
F-antiunitary). In fact, under this condition, we have the rule

U [A Blyx U~ = UT(ATB — BTAYTU-
= [A, B'lg. = ATB' — B'TA".
The construction of the hadronic-isotopic symmetries then follows the
same conceptuai pattern as the Birkhoffian symmetries introduced in
Section 6.3. Particularly important is the emergence of a possible hadronic-
isotopic generalization of Galilei’s relativity via T-unitary operators as the
operator image of the generalized relativity of Section 6.3:

A’ = RO TXR o A o @-IORXKT [ {X.. Bly,. = 0. (21)

This confirms that Hadronic Mechanics demands a generalization not
only of the basic structure of Atomic Mechanics, but also (and perhaps

(20)

28 We refer here to & particular case of the Lie-admissible generalization of
Heisenberg’s equations proposed by Santilli {1978d). A more recent formulation of
the generalized equations is as follows, First, consider the open interior problem
of strongly interacting particles, that is, the study of one hadron under external strong
interactions, in much the same way Dirac conceived his equation for the electron.
Second, differentiate the isotopies depending on whether the motion is forward or
backward in time, and denote them with the time symbols = and <, respectively.
This implies the differentiation of all notions indicated in the text, including forward
and backward Hilbert spaces #™ and <##. The generalization of Heisenberg's
equations under consideration can then be written

Aty = [PeitT™H 1 A(0) <0 e -iH=T], (a)
and its local form is given by the Lie-admissible product (19} of Chart 5.1, i.e.,
A=(AHY=A< H- H>A. (b)

Note for subsequent needs the intrinsically irreversible character of the law, that is, its
violation of the time-reversal symmetry regardless of the symmetry properties of the
total energy operator. For more detail, see Santilli (1982c).
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more importantly) of the very notion of symmetry. In fact, the structure of
the symmetry groups is generalized into the Lie-isotopic form, predictably,
in order 10 hold under non-Hamiltonian forces.

These ideas are sufficient to indicate the existence of a suitable isotopic
generalization of the basic axioms and postulates of Atomic Mechanics,
such as those related to states, observables, probabilities, etc. The cor-
responding generalization of the basic laws and principles is then con-
sequential, with particular reference to Heisenberg’s uncertainty principle,
Pauli's exclusion principle, Einstein’s frequency law, etc.

The nuclear and atomic particularizations are now self-evident and can
be expressed as follows. Hadronic Mechanics reduces to Nuclear
Mechanics whenever space—time averages of the isotopy operator T are
possible, and it recovers Atomic Mechanics when these averages not only
are possible, but vield the value 4.

The experimental verification of the new mechanics is encouraging at
this writing, although understandably tentative, with particular reference to

+ a violation of the time-reversal invariance recently measured by
Stobodrian, Conzett, et a/, which is in remarkable agreement
with the structure of Hadronic Mechanics;

* a small deformation of the charge distribution of hadrons under
impact (and strong interactions) with nuclei, recently measured by
Rauch and associates, which is predicted by Hadronic Mechanics;
and

+ a very small penetration of the wave packets of incident neutrons
within the neutron core of the tritium, also indicated by Rauch and
associates, which would imply a departure from Pauli’s exclusion
principle much in agreement with Hadronic Mechanics.

For these and additional experimental studies, we refer the interested
reader to the specialized literature cited herain.

With an open mind toward the pursuit of new knowledge, we can say
that the Hamiltonian restriction of the systems considered, which has con-
ditioned science for over three quarters of a century, appears to be
lifted, and the way is open to a variety of refreshingly new developments.

Chart 6.2. Applications to Statistical Mechanics

Some of Atomic Mechanics’ most setious problems of consistency (when
applied to physical arenas different from those for which it was conceived)
are perhaps outside the realm of particle physics and rest in the current
tack of unity in physics, as well as of science at large. In fact, all systems
except particle physics are non-Hamiltonians. We are referring to systems
in Newtonian Mechanics, Statistical Mechanics, Plasma Physics, Solid-
State Physics, Engineering, Biophysics, etc. .

The reduction of these experimentally established non-Hamiltonian
systems to the conjectured Hamiltonian character of its particle com-
ponents, according to Atomic Mechanics, is plagued with rather serious
problems whenever quantitative studies are conducted. For instance,
recall that the time evolution of Newtonian systems in our environment is
noncanonical (Problem 5.9). If Atomic Mechanics holds for the descrip-
tion of the particie constituents of the Newtonian system, the noncanonical
time evolution must be reduced to a large collection of wnitary time
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evolutions. No serious theoretical study of the consistency of this reduc-
tion, assuming that it can be established, is available at this moment.2®

Clearly, the most natural idea suggested by the unity of physics is that
the interactions of particles, even though Hamiltonian under electro-
magnetic interactions, may be non-Hamiltonian under contact, short-range
interactions, that is, actual contact among molecules, atoms, nuclei, and
hadrons. In fact, this idea permits a self-evident compatibility of different
branches of science, as depicted in Diagram 2, that would be otherwise
lacking.

Diagram 2.
Non-Hamiltonian
Statistical
Mechanics
compatible compatible

N ~

Non-Hamiltonian MNon-Hamiltonian
Newtonian € compatible Particle
Mechanics Mechanics

Under these conditions, we would regain unity in science not only on
the nature of the forces, but also on their mathematical structure, to the
point that different theories would merely be different realizations of the
same abstract mathematical structure.?®

At any rate, the unequivocal irreversibility of the macroscopic reality sees
its most natural origin in the nonpotentiality of systems. This view is
embraced today by a number of researchers in Statistical Mechanics.

I. Prigogine (University of Texas at Austin and Université Libre de
Bruxélles, Belgium) and his associates B. Misra, C. George, F. Henin,
F. Mayngé, and others (Université Libre de Bruxélles, Belgium) have
established the nonconservative character of Statistical Mechanics at both
the classical and operator level.3° The mathematical structure of their
time evolution is unknown at this writing. Nevertheless, it is likely to be
of Lie-isotopic type. In fact, the operator structure of the theory can be
expressed via a nonunitary transform of a conventional (atomic) time
evolution of densities. This would vield the Lie-isotopic structure via
the use of rule {6.2.28).

The advancement of Prigogine’s statistics over preceding ones is
remarkable and self-evident. Nevertheless, the problem of whether the
nonconservativity is a collective property of systems or it criginates at

29 For a recent analysis of the problem of the unity of physics, consult Santilli
(1982a).

30 See, for instance, |. Prigogine (1977} and cited references, and B. Misra,
I. Prigogine, and M. Courbage (1979).
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the level of each individual particles, is left essentially unresolved in the
theory.

A second group of statisticians, including J. Fronteau and A. Tellez-
Arenas (Université d’Orléans, France), S. Guiagu (Université du Québec,
Canada), J. Salmon (Conservatoire National. Paris, France), M. Grmela
{Ecole Polytéchniques, Montréal, Canada), and others,3? have indepen-
dently studied the problem. This group begins the study from the experi-
mentally established non-Hamiltonian character of Newtonian systems

aHy = 'r.k - (T = pk/m
(8%) (ﬁk) (E#(a) (ff:“(f' D) + FNSA(, T, p)) (1)

and their representation, not with Hamilton's and Liouville's equations
of the contemporary literature, but rather with the equations conceived
by their originators, that is, the “true’” Hamilton's equations

A AR av oH " _ 0H/op,
(&) = (pk) = (CU o8 + FNSA) (—(OHfOI’k) + FESA) (2}

and the "true” Liouville's theorem

d , OFNsA
Z7l00l! = [di, FNSAJ,,,pf[ 5 J : @)
7t Py

J, = D(E)/D(Z,).

The emerging statistical mechanics is therefore non-Hamiltonian by
conception, in the sense that the time evolution of densities

dp op
—+ [p, H] + Fusa 2 4 5 div. FNSA = 4
or * Lo M1+ FIEr g+ p iy, 4)
cannct be entirely represented via the Poisson brackets but demands more
general algebras. Intriguingly, the use of Lie-admissible algebras turns
out to be dirgctly universal for the statistical case considered, in full
analogy with the Newtonian and particle cases, according to the rules

op op oH
-+ = = qHv
o T H) =0 (p, H) = S5 5"t 8) o=

(&) = (_? ;) S = diag(non-Hamiltonian terms/(p/m}) (5)

Irreversibility, entropy, and other aspects of Statistical Mechanics and
Thermodynamics are then derived accordingly. The compatibility of the
theory with physical reality is remarkable. Equally remarkable is the
compatibility of such (Lie-admissible) Statistical Mechanics with the
current experimental indications of the irreversible character of nuclear
interactions (Chart 6.1). Clearly, the possible experimental finalization
of nuclear irreversibility would imply a profound revision, not only of
Atomic Mechanics, but also of Statistical Mechanics. Finally, note that the
statistical studies by the two groups considered here are likely to be
compatible, owing to the compatibility of the Lie-isotopic and Lie-
admissible approaches (Chart 6.1).

31 See the memoir Fronteau (1979) and the papers by the same authors in the
Proceedings of the First International Conference on Nenpotential Interactions
(15882).
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Chart 6.3 Applications to Space Mechanics

The accuracy with which spaceships today can travel in the solar system
and reach distant planets at the expected time and position is remarkable,
Equally remarkable is our inability to make accurate predictions for the
much shorter trajectory of a spaceship within our atmosphere.

We hope that the analysis in these volumes has clarified such differences.
The former system is Hamiltonian and, as such, treatable with the body of
methodological tools of Lie's theory. The second system, on the contrary,
is non-Hamiltonian. The space mechanicist, therefore, simply does not
possess directly applicable Lie-type tools.

We also hope that Birkhoffian Mechanics can fill this methodological
gap, once developed up to the diversification needed for space applications
including the Birkhoffian generalization of the canonical perturbation
theory. This need has been anticipated by R. Broucke {1979), who
has worked out several Birkhoffian generalizations of conventional
Hamiltonian formulations for Space Mechanics (called Pfaffian by this
author). Particularly remarkable is the completely identical rule of time
and space coordinates emerging from these studies (see Section 5.3). The
effectiveness with which nonpotential forces can be incorporated in the
theory is also remarkable, as is the diversification of its applications to
solar wind problems, optimization of flight paths, Galissot problem, etc.

Chart 6.4 Applications to Engineering

In this chart we shall outline applications to modern engineering. Let us
emphasize from the outset that these studies are rather numerous. The
objective of this chart, therefore, is mainly to outline some of the most
representative contributions of which | am aware. Also, the review will be
mainly conceptual, and the interested reader is urged to study the literature
cited for the technical profile. Finally, the techniques developed by
engineers appear to be relevant for fields other than engineering. We
hope that this chart will be of some value in promoting a dialogue between
engineering, physics, and applied mathematics.

Let us begin by outlining the studies independently conducted by
H. H. E. Leipholz. Engineering systems are generally nonconservative
in the sense of mechanics, and non-self-adjoint in the sense of the
calculus of variations. Typical examples are fast-moving objects in viscous
media or fast-moving viscous media in containing bodies (e.g., aircrafis,
submarines, transportation vehicles, pipelines, etc.). The forces rendering
the systems nonconservative are called folfower forces, in the sense that,
being frictional forces tangential to the surface, they follow the surface
itself. For general treatments on the follower forces the reader may consult
Bolotin (1963), Ziegler (1968}, and Leipholz {1970).

Leipholz realized the power of the techniques of classical mechanics,
calculus of variations, and optimal control theory. He conducted a series
of studies aimed at rendering non-self-adjoint engineering systems treat-
able via variational techniques.

A modification of classical variational principies was studied by Leipholz
(1977 and 1978a) and consisted of adding non-holonomic virtual work
terms caused by the follower forces to the variation of kinetic and potential
energy. Even though advantageous from the viewpoint of practical



Generalization of Galilei’s Relativity 263

engineering calculations, this modification remained unsatisfactory
because, as known from mechanics, variational principles modified in this
way cease 1o be stationary principles.

A first way for constructing equivalent self-adjoint forms of non-self-
adjoint systems was identified by Bateman (Chart 1.3.13) and consists of
adding to the system considered its adjoint, expressed in terms of new
vartables, This technique was identified in engineering circles by a number
of authors, including van Dungen (1945}, Ballio (1967), and Prasad and
Hermann (1969). A systematic study of this approach for the case of
follower forces was conducted by Leipholz (1972). The approach was
based on generalized Lagrangians and Hamiltonians, providing a joint
representation of the system considered and its adjoint. It allowed the
direct variational treatment of non-self-adjoint systems, The approach
also allowed the development of hybrid equations of Ritz—Galerkin type
(Leipholz, 1977), as well as the extension of classical stability theory
{Leipholz, 1972). .

This second approach remained unsatisfactory because of the duplica-
tion of the number of variables, with consequential duplication of the
boundary conditions. Additional difficulties emerged within the context
of a Liapunov-type stability theory because of the general lack of sign-
definite character of the action functional.

Owing to this situation, Leipholz initiated a third stage of studies con-
sisting of a generalized notion of self-adjointness (Leipholz, 1974a)
which allowed the treatment of follower forces via a generalized Rayleigh
quotient, with such applications as that to the Pfilger's rod. Further
studies (Leipholz, 1974-b) pointed out the preservation, for non-self-
adjoint systems which are self-adjoint in a generalized sense, of a number
of features typical of conservative systems, such as the property that the
systems become unstable by divergence. The possibility of having sign-
definite functionals under generalized self-adjointness was pointed out by
Leipholz (1976).

A comprehensive comparative analysis between conventional and
generalized self-adjointness was studied by Leipholz (1974c). Conven-
tional self-adjoint and conservative systems were first considered with
particular reference to the following properties. (1) Their eigenvalues are
real so that they become unstable by divergence. (2) Their energy is
conserved. (3) Their energy functional may be used as a Liapunov
functional. (4) They possess a Rayleigh quotient with extremum propetties.
These systems were called conservative systems of the first kind. Secondly,
nonconservative non-self-adjoint systems with follower forces were
selected so as to be generalized self-adjoint and to possess a sign-definite
functional as a generalization of the energy functional. In particular, it was
shown that properties (1)}—(4) can all be preserved via the replacement of
the energy functional with the generalized functional. Under these condi-
tions, the systems were called conservative systems of the second kind. If
the generalized functional is sign indefinite, the systems were called
conservative systems of the third kind (Leipholz, 1980). In this latter case,
some of the properties of conservative systems are preserved and others
not. For instance, the system may have complex eigenvalues and may
thus become unstable by flutter. For an outline, as well as-a detailed
presentation of the generalized variational principles under consideration,
the reader may consult Leipholz (1978a).

Further studies based on generalized adjointness and self-adjointness
with the treatment of the convolution theorem and of the follower forces,
are given in Leipholz (1978b and ¢). An interpretation of the new theory
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as basic to the finite element method and the final, most abstract, presenta-
tion of the new theory, involving the notion of linear function spaces with
semi-scalar products, is given in Leipholz {1980).

Next, we would like to bring to the physicist's attention the research
well known in engineering circles by K. Huseyin (see the recent paper by
this author (1982) and cited references, as well as the monograph by the
same author (1975)). These studies have brought into focus the rela-
tionships existing between instabilities, bifurcations, and catastrophes
for some of the most general possible classes of systems, those of non-
linear and nonpotential type. The underlying methods appear to be applic-
able to a number of situations in Newtonian, Statistical, and particle
mechanics.

The studies by Huseyin also cover a considerable number of practical
cases, including conservative, pseudo-conservative, gyroscopic, and
circulatory systems under the presence of dampings. The critical divergence
conditions that lead to instabilities are analyzed via general and critical
peints within the context of a unified theory.

Additional aspects are related to the study of fold, cusp, etc., cata-
strophes, as well as flutter instability, Hopf bifurcation, stc. which have
been identified in conservative systems, and extended by Huseyin to more
general systems. (The unity of the analytic methods underlying all sciences
which emerges in the study of engineering research is remarkable.)

We would like to indicate also the studies conducted by a group of
engineers at Drexel University, including L. Y. Bahar, H. G. Kwatny,
F. M.-Massimo, and others, See the publications by these authors of
(1977, 1978a and b, 1979a and b). The main line of these studies has
been the reduction of a non-self-adjoint system into an equivalent self-
adjoint form (see Appendix A). The main application has been to inter-
connected electrical power systems.

The need to bring dissipative systems into the framework of the classical
theory applicable to conservative systems stems from the fact that, in the
reduction of the original large-scale physical system to several subsystems
of simpler nature, the reduced order system must retain the essential
physical features of the original system.

While several alternative methods for preserving physical structure have
been proposed, the studies considered here adopted the definition of
retention of physical structure as being synonymous with preserving the
canonical representation throughout the reduction process. Thus a
reduced system retains the physical structure of the original canonical
system if it can be represented by a set of Hamiltonian canonical equations.
The Hamiltonian characterizing the original systems is, in general, different
from that of the reduced system, but they must both include the dissipative
effects that are ever present in the large-scale interconnected electric
power systems.

Finally, we would like to bring to the reader's attention the studies by
V. M. Fati¢ and W, A. Blackwel! (1979a and b, and references cited there-
in). These studies were applied to network theory and were centered on the
construction of variational principles for non-self-adjoint systems accord-
ing to the following specializations:

(i) generalization of the image method to the linear discrete systems
and networks with time-varying paramsters;
(ii) extension of the multiplier method to a class of nonlinear discrete
systems with one degree of freedom;
(iii) derivation of variational principles for the lossy transmission line
with constant parameters by the multiplier and the image method;
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{iv) broadening of the conventional framework of variational principles
to include Lagrangians containing path-dependent integrals.

Particularly instructive for the physicist is the analysis of nonlocal
(integro-differential) models by a number of engineering studies indicated
in this chart.

Chart 6.5 Applications to Biophysics

In this final chart, we would like to indicate the related studies in bio-
physics by C. J. Lumsden, E. H. Trainor, and E. O. Wilson. In this way the
reader can see that the applications of the methods considered in these
volumes go beyond physical science as commonly understood and
involve biophysics as well as other fields (such as economics) which are
not reviewed here.

There are many biophysical and - biological systems which can be
effectively treated by local, first-order, ordinary (or partial) differentiai
equations (vector fields)

X, =X (%), k=1,2,.. ... N (1)

For a general study, the reader may consult the recent monograph by
C. J. Lumsden and E. Q. Wilson (1981).

Phenomenological models like these are applied routinely in many
disciplines with which biophysics makes contact, including biochemistry,
molecular biology, physiology, ecology, and the social sciences. For
example, chemical concentration variables in the Lotka biochemical
oscillator follow rate laws of the form

)21 =a1 +ﬁ1exz (2)
X, =, T B0,

while the number of animals alive in certain two-species ecosystems can

be modeled by the dynamics

’_‘1 i“1x1 + By et (3)
Ry =a,x, + B,v,8.
Since most organisms display a high degree of self-regulation, the vector
fields X(x) of greatest interest in models like (1) are nonconservative and,
in fact, highly dissipative. This dissipation can express itself in simple
forms, as in isolated attractor points (biolagic "“thermostats”) or limit
cycles (biologic “clocks”} but, models with two or more degrees of
freedom, can easily slip into a complex nonconservative dynamic  chaos.”
To date, the exposition of rate law models has proceeded in mathe-
matical biology and biophysics more or less independently of advances
in Newtonian dynamics. An dsprit even exists to the effect that such
modeis can have no contact with Newtonian or Hamiltonian structures
because the latter deal only with conservative systems and have nothing
to say about problems of biclogical relevance, Such a position must, of
course, be fundamentally revised.
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In a new set of papers on Hamiltonian structures in biclogy, Lumsden
and Trainor (1977, 1979a, b, and 1980) have identified several major
benefits to be gained from systematic study of biological equations of
motion using the Inverse Problem approach. Until recently, the Inverse
Problem and its generalizations have been left unexplored in all but a few
conservative biological models. It is becoming clear, however, that
analysis of a broad spectrum of such models using the inverse problem
approach can contribute directly to the classification and enumeration of
biclogically relevant vector fields X{x). A major enterprise in mathematical
biology, the production of these vector fields in local coordinate form, has
somewhat outstripped the set of techniques available for their qualitative
analysis. The Inverse Problem, by connecting such vector fields to
Lagrangian and Hamiltonian dynamics, is clearly a useful new tool.

A second key advantage recalls that for many applications the com-
plexity of real organic systems cannot be ignored and that /V, the number of
equations in (1), is very large. Lumsden and Trainor are especially con-
cerned with this problem of biophysical complexity and with adapting
methods from many-body theory to predict the collective properties which,
in analogy to physical properties like temperature and pressure, define
an organic system’s overall structure and function. These properties cor-
respond to the model’s phenotype and are of crucial biological significance.
Although many of the tenets of Statistical Mechanics do not require a
Hamiltonian framework, such a frame of reference is useful in deciding
the correct handling of biophysical models which combine great com-
plexity with dissipation, self-regulation, and self-reproduction.

Lumsden and Trainor also point out that mathematical biology has a
direct, as well as an inverse problem. In the direct problem, questions
about optimal design and efficiency in living systems lead to important
applications of variational principles and Hamiltonian structures, usually
within the framework of optimal control theory. Given the established
significance of this type of reasoning in the life sciences, the generalized
inverse problem takes on a further role. For every successful inverse
construction from (1) ending in a variational principle, a new candidate for
a principle of optimal organic design has been discovered.

Lumsden and Trainor start from the suggestion that in biological
applications a natural “ Lagrangian” for {1} which has local existence
properties and is attached to the variational principle

[4
5 f ldt=0  (fixed end points) (4)
0
would be first-order in the rates X,:
L=U(x)x, —Uyx) (summation convention). {5)
Explicit time dependence of the functions U, (x) and U, (x}, &k =1,... N

can occur in dissipative systems. For example, a linear Lagrangian cor-
responding to the conservative biochemical oscillator (2) is

L=1(kx, = x.%,) — (e, x, + fem) + {u,x, + Boe%) (6)
while that for the dissipative, self-regulating ecology (3) is

L= Je-roalx x, — x X%, + (2, — o)X, X, T 28, v,e%2 — 28,7,eM].

(7
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Due to the everywhere singular structure of the linear Lagrangian (recall
Chart 1.3.8),
02L

ax 08, ®

& standard canonical Hamiltonization, and Statistical Mechanics has
remained an elusive goal for mathematical biophysicists. Lumsden and
Trainor have now shown that considerable explicit Hamiltonian content
can be synthesized for such systems by directly using the singular
properties of L. Two Hamiltonian structures have been obtained and used
to extend many-body theory {0 biclogical applications.

Both structures are generalizations of the standard Hamiltonian
algorithm. Lumsden and Trainor point out that there is a Lie bracket
induced by the linear Lagrangian that makes (1) equivalent to a general-
ized Poisson bracket (GPB) dynamics:

=[x Yo (X}]

[]=TI"md -9d,- (9)
[im = — oU, oU |-
dx,  0x

which is exactly the Birkhoffian time evolution, here denoted {BIR), of this
volume.

An attempt to " Hamiltonize” {5) using the standard algorithm ends
abruptly with the momenta p, related not to the velocities %, but to the
configuration coordinates x; by the set of phase space constraints

B, = U, (%), k=1,...,N (10)
so that in a 2N-dimensional phase space of coordinates (x,. ..., xy
Py - - .. Py) the systemn must move on a hypersurface .# defined by the

vanishing of the functions

@ =P, — U (x). (11)
Lumsden and Trainor have shown that the linear Lagrangian (5) and the
constraint system (11) are sufficiently simple to be treated by Dirac's
theory of generalized Hamiltonian dynamics (DIR). In their work the Dirac

theory has its first biophysical and many-body applications.
For the linear Lagrangian, a Dirac total Hamiltonian

Ho=U,+ ¢.x, (12)
induces the canonical dynamics

Xy
Py

[x,. #;]

13
o, #.] (13)

s
R~

on the 2/-dimensional (x, p)-phase space. In this symbolism [, -] is the
standard Poisson bracket and a are the weak equalities. They mean that
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the phase flow is constrained to .# by allowing the ¢, to vanish after the
PB's have been fully evaluated.

Because thers can be other Hamiltonization procedures (call them
CAN) leading to canonicalization of the biodynamics (BD} (1) without
a singular Lagrangian, DIR and GPB do not exhaust the range of pos-
sibilities. Lumsden and Trainor have shown, however, that such possibil-
ities are linked in a framework

BD—DIR
BIR (14

CAN,

where the diagram is commutative. Mathematical biology has thus been
equipped with a structure which brings the known routes from (1) to
explicit Hamiltonian models to bear in a unified way.

These dynamic results prepare the ground for models which are large-NV
complex. Lumsden is currently studying the vector fields induced by (14)
on sets of macrovariables A, (x), . .., A,(x), M < N, which model the
collective properties of {1). In an ensemble theory, {14) vields generalized
Liouvilie equations, such as

0p &, (15)
&£ = [, ]

and generalized Langevin equations with the formal structure
- 4 )
A, =K, (A) +J' 0, (XA, (X)dx + F,, (1) (16)

in the macrovariables. One must deduce for which types of organic
system and under what boundary conditions the A-dynamics in (16)
closes into A_ =Y, _(A), sealing off the A-level of the system from all but
residual stochastic influence from the x-variables. When this occurs, the
macrovariables and boundary conditions define a new regime of lawful
pattern and order in the system. Biological systems are characterized by
many such levels of pattern and order, and one of the great unsolved
mysteries of modern biology is to understand why and through what
mechanisms these various levels of organization arose during the long
course of evolution by natural selection.

EXAMPLES

Example 6.1

Consider the equation
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which can represent a hadron (with unit mass and charge) under a self-adjoint
Coulomb force 1/r? and a resistive non-self-adjoint force #2/r due, for instance, to the
penetration of the hadron within the region of space occupied by other hadrons (e.g.,
for a proton moving in the core of a star),

Birkhoffian representation (6.1.24) can be written

(R) = (? 0), B4 +r @

but it is not suitable for the representation of the system via the hadronic generaliza-
tion of Schrédinger’s equations (Section 6.1) because it violates regularity conditions
(6.1.29). This deficiency is soon remedied via the Birkhoffian gauge

(R) -~ (R}) = (Ru . E) - (,,(1 N 1), ) (3a)
da* r

G=rp (3b)

under which (1) remains unchanged, as the interested reader is encouraged to verify,
The representation of the system via generalization (6.1.24) of the Hamilton—-Jacobi
equation is then given by (ignoring subsidiary conditions)

aA4?

o T =0 (42)
) 49
pl1+- ar G
(R) = r/ = ={—]. (4b)
# 5A? da*
! 3

To reach a form which is better suited for “Birkhoffian quantization,” one can reduce
the equations to a single partial differential form. This is accomplished via the change
of coordinates (6.1.30),

1
Q=r P=P(1+;) 3
under which (4) becomes

847 5472
aar 1, o4° 1 [ PQ \? 8A° 1| ér ap pA*
2yl i . =24z =6
g Tl trEg +2(Q+1) Te=5 3 x| e ©

ép

The use of rules(6.1.49) then yields the formal hadronic representation (Santilli(1982b))

N
&8\
b7 1f orop a
| — =|= — |wite, r, 7
i venp =1 +6p ¥t r, p) @

+1

| @
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where proper symmetrication is understood, Note that the zero-order term of (7) in
1/A% under conditions (6.1.52) reproduces (6) identically.

It is important to note that hadronic equation (7) does rot admit the conventional
Schradinger’s equation (6.1.41) as a particular case. This can be seen from the property
indicated earlier that classical equation (6.1.32a) does not recover the conventional
equation (6.1.17a) at the canonical particularization (R,) = (p, 0).

Example 6.2

The reduction of Birkhoffian into Hamiltonian representations {Theorem 6.2.1) can
be illustrated in a simple but important way in the case of Newtonian electiromagnetic
interactions. Consider the Hamiltonian and Birkhoffian representations of a charged
particle under the Lorentz force as identified in Example 5.1

1
HLorcntz = % [P - EA(I, l'):ll + e(ﬂ(t, l’),

(12)
(R®) = (P;0), P =mi+ eA,
1 2
BLorcnlz = ﬁp + e(D(ts l')
(1b)

(R)=(p+eA;0), p=mi

It is easy to see that the familiar transformation characterizing the minimal
coupling rule

(@) =(x,p)— ) =(P), P=p+eA (23]

is a Darboux’s transformation because it transforms the Birkhoffian into the Hamil-
tonian representation

. _ foa o
R,u = (W Ra)(b) = RP (33.)
B = BLorcnlz(a(b)) = HLorenlz(b)' (3b)

Note that transformation (2) is not canonical.

Example 6.3

We illustrate here the notion of closed non-self-adjoint systems (Section 6.3) for the
particular case of two-particle constituents. The equations of motion under considera-
tion are given by a non-self-adjoint generalization of conventional two-body systems
{i'k = pu/m, k=12 )

l.]k = ng(r) + F?SA(IS I, p)’
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under closure conditions (6.3.36), i.e.,

2

k=1

2

2 h-FEA =0, (2b)
k=1
Yo xFPA=0 (2c)

k=1

The medel was proposed by Santilli (1978¢c, pp. 623-633) and the results can be
reviewed as follows, Constraint (2a) implies that FYA = —F}S4 & F¥SA Thus the
motion is in a plane as for conventional self-adjoint two-body systems. The systems
can then be written

MR =0, uf— %) — F¥, i) =0 (3a)

i F¥A = (3b)

rx F¥4 = (3c)

M =m; + m,, e e B R=r, +r,, r=r, —r;. (3d)

m1+m2’

The conservation of the total linear momentum and the uniform motion of the center
of mass are now ensured. Equations (3b) and (3¢) then ensure the conservation of the
total encrgy and of the total angular momentum, respectively.

It is easy to see that the force

FYA = gf, g = const. @

is one of the simplest possible solutions of conditions (3b) and (3¢). Note that force (4)
is non-Newtonian and that the only admissible orbit is the circle.

The model was also studied by Tellez—Arenas, Fronteau, and Santilli (1979) who
examined the solution,

FMA = piedpi? + V() = uro(E) ©)

where ¢ is a continuous function with simple zeros. It is easy to se¢ that the con-
straints restrict the admissible g-functions and the trajectories to those for which
@o(E) = 0. The statistical implications are intriguing but, for brevity, will not be
reviewed here.

Example 6.4

We illustrate here the form-invariance of a vector field (or, equivalently, of a
system of first-order differential equations) under the Hamiltonian and the Birk-
hoffian time evolutions which are at the basis of the time component of Galilei’s
relativity and of its isotopic generalization, respectively.

Consider first the free particle of unit mass

J
Zo = THa) 5, (aﬂ)=C), (Es)=(g), k=12 O
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with Hamiltonian representation

oH
2o Y
o} w aav E

=)
—

H=4p% @

The canonical realization of the time component of Galilei’s relativity in this simple
case reads

da” da*

@) = exp [fw'” oH i](a’*(r))
i i2
Pty [ H 4 o 0 HLH] 4 -

f i

and implies the trivial form-invariance

(;) B (g) -0 (;) - (3) =0 @

The understanding (indicated in Section 6.3) is that the explicit form of the time
evolution is different for different Hamiltonians. Thus the form-invariance under
consideration is characterized by a variety of transformations, one per each given
(conservative) system.

We consider now the following non-self-adjoint generalization of system (1),

sy | F =12 5
( ) (FNSA(T, P) * H 3 Ly ( )
where possible self-adjoint forces are ignored for simplicity (but without loss of
generality in the results). The Birkhoffian representation of systems (5) reads (Section
4.3}

éB
= Qo) 29 (6

da

Galilei’s time component (3) is then generalized into the isotopic form
. o OB D
(@(0) = exp [IQ“ (a) P ﬁ}(a(t))
i i
r+ F I:ra B]* + 5 [[P‘, B]*a B]* oo

= M

i B2
p’*‘F[P,B]* +E[[P:B]*:B]* + -

and verifies the form-invariance

7 p 3 H B F B
(p), - (FNS’*(r, p))r =0~ (ﬁ); (FNSA(f, ﬁ))? =0 ®

under sufficient topological conditions here ignored (Problem 6.5).
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Tlustrations of law (8) have been given by Santilli (1978e) for a number of specific
cases. Consider first the particle with linear velocity damping force

@ = ( ? ) ©)
—7P

Then series (7) converge to the closed form

. E
P=r——ple™-1)
Y

p=pe ™ (10)
under which we have the form-invariance
dr dr
- di
=0- =0, (i1)
dp dp
G T -+ B

Consider next the case of the particle with a nonlinear (quadratic) damping force

= P 12
) (—?pz). (12)

Then series (7) converge in this case to the closed form

i
Pzr-&-;ln(l + yip)

(13
P
p=t
(1 + vip)
for which we have again the form-invariance
dr dr
ar "~ @’
=0- =0. (14)
a dp sz
R 5 TP

A similar case occurs for other examples of systems (5).

Note the variation of the symmetry with the system. Note also that this is not new,
inasmuch as it is inherent in the canonical realization of Galilei’s relativity.

As a final notg, it should be indicated that the examples recalled here were worked
out for the still more general Lie-admissible generalization of Galilei’s relativity
proposed by the author.

Example 6.5

It is well known that the meaning of relativity is a form-invariant description of the
physical characteristics of the systems admitted. For the case of Galilei’s relativity,
Galilei’s form-invariance is an expression of the closed self-adjoint character of the
systems (Section 6.3). In this example we illustrate the fact that the Galilei-isotopic
relativity carries exactly the same physical content. A main difference is the removal of
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unnecessary restrictions on the nature of the forces. The understanding is that, under
such condition, conventional space—time symmetries are broken (Chart A.12). In
the final analysis, this breaking is a prerequisite for a genuinely new relativity.

Let us consider the canonical realization of the component of Galile’s relativity
dealing with the rotation of a system in E(3) around the third axis. By denoting with
M the generator (third component of the conventional angular momentum), the
component under consideration can be written

DM, 8
@) = exp[Bw“‘ ﬁ ﬁ} (@)

& g2
Iy + F[F‘k, M,] +§[[]‘ksM3]!M3] +oe
X _ .
0 8
Pk'FF[IJk,Ma] +§[[P1¢,M3],M3] + e

)
cosf sinf @\ [
—sin® cosf 07
0 0 1/ \r
= , k=1,273, t=1,2,...,6
cosf —sinf 0O\ /pm
sin 0 cost O} p:
0 0 i/ \ps

The underlying form-invariance is then similar to that of Example 6.4 and reads

Fy P o, B B\ _
(b) B (Fiﬁ(r)) =0 (ﬁ) (FE“(f)) =0 @

As stressed in the charts of the Appendix, symmetry (1) is broken under non-self-
adjoint forces, as necessary, say, for spinning tops under drag torques. In this case,
the breaking is a manifestation of the nonconservation of the angular momentum.

However, the generalized relativity proposed in Section 6.3 is intended to express
the following more general situation:

(a) conservation of the total angular momentum;
(b) breaking of the rotational symmetry under non-Hamiltonian internal forces; and
(c) validity of the isotopic covering of the rotational symmetry.

The objective of this example is to illustrate the last case.
One of the simplest classes of Birkhoffian tensors is given by the factorization into.
the canonical form

Q= Ko (3)
where, of course, the quantity K can be a function of the local coordinates, as well as

any other physical quantity (pressure, density, viscosity, ctc.).
Hamiltonian symmetry (1) is now generalized into the isotopic form

oM, a]a
a

&= exp[@Q‘“’ i i

0 9 @
=4+ I [a®, M3]* -+ o7 [[a®, M;T*% M31* +---.
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The case under consideratjon here is when the non-Hamiltonian generalization of the
Galilean system (2) is form-Invariant under the covering transformations (4), accord-
ing to the rule

fr _ Pr —0— %}: _ ﬁk )= 5
(p) (Fi"(r) G, p)) 0 (ﬁ) | (FEA@ s )=t ©

To see this, it is sufficient to consider the case when the quantity K of (3) does not
depend on the r- and p-variables (but can depend on other quantities). Then, it is
easy to see that transformations (4) are no longer a pure rotation. Instead, they are
given by a combination of a rotation and a dilatation of the type

? K 00 cosf sing 0\ /r
P2l=F0 K Ol —sinf® cos@® 0] r] ©)
3 ¢ 01 0 0 1/ \r

The underlying physical situation is then given by the case when the anguiar
momentum is conserved while the spherical symmetry is broken due to deformations.
This is one of the simplest conceivable cases for which the generalized relativity of
Section 6.3 is intended.

The example has been proposed as a classical analog of the current studies in
particle physics according to which the charge distribution of strongly interacting
particles could be deformed under impact with other particles, resulting in a breaking
of the rotational symmetry, while the third component and the magnitude of the total
angular momentum remain the conventional ones, For details, see Santilli (1978d),
Eder (1981}, and the third volume of reprints edited by Schober (1982).

Problems

6.1 Recall that the conventional form of the Hamilton-Jacobi equations, form
(6.1.8), is characterized by an F, generating function, while form (6.1.9) is characterized
by an F function. Construct the form of the equations for the remaining generating
functions F,, F3, F,, and Fg4 (Section 5.2). Identify the form of all these equivalent
Hamilton-Jacobi equations under Birkhoffian gauges (Section 4.5).

6.2 The Birkhoffian generalizations of the Hamilton-Jacobi equations for the
cases of generating fenctions F, and Fs are given by equations (6.1.24) and (6.1.34),
respectively. Identify the generalizations for the cases of generating functions F,, F,
F,, and Fg (Section 5.3). Identify the form of all these equations under Birkhoffian
gauges.

6.3 Study the following reformulation of the conventional Schrédinger’s equations

2 WD) = Y0 @) = H— 20 R, )

N 2 a 2 a
B (k:zlgk (E) + V(_Z%))'J’(r; r, P) (a)

which can be obtained via canonical quantization rules

o4 @ A R R 18
—=2i—= —H, — = ——=
ot ot i da

u _%djuv a4’ = R~3T (b)
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applied to gauged Hamilton—Jacobi equations (6.1.15) or (6.1.17). By recalling that the
classical equations (6.1.15) are equivalent to the conventional form (6.1.8), see whether
the operator equations (a) are equivalent to the conventional Schrodinger’s form (6.1.41).
In particular, identify the implications of the Birkhoffian gauge for basic atomic notions
such as states, expectation values, probability, energy spectra, etc.

64 Prove the following theorem, e.g., via the Birkhoffian representation of
Hamilton’s equations (Section 4.5).

Theorem, Consider a Hamiltorian vector field

w O 0)

E*(t aq) =
ta)=o da’

Then the contemporaneous symmetries of Hamilton's equations according to Definition
6.34

'’

OH(t, a)  0a" [0a” o ?ﬂ’ SH(t, ala'))
da’  ba” | daf da’ da’®
oa* ., GH(t.a)
= — -
da™ da’?

do not recover all the possible contemporaneous symmetries of the equations of motion
according to Definition 6.3.1, i.e.,

da* | od’
= — =° ,
T fa” [ﬁa” :l(t1 @)

da*
P =2t a),

6.5 Prove the following property.

Theorem. Under sufficient topological conditions, a vector field Z(a) always verifies the
Sorm-invariance rule

i da* 0
() = =) — = =*ala)) — ——
E(a) (a) PP (ala) 2
N N
== (“)aa'“ = (ﬂ)%
where
a = =g,

Note that the property holds whether the vector-field is Hamiltonian, Birkhoffian, or
Lie-admissible. It therefore establishes the form-invariance of the time component of
Galilei’s relativity as well as of its Lie-isotopic and Lie-admissible coverings,

6.6 Establish whether the following conjecture is correct or erroneous,

Conjecture.  (Construction of Symmetries from First Integrals of Birkhoffs Equations).
If v functions X (a) are first integrals of autononomous Birkhoff’s equations, i.e.,
X, 0B

v _[X,B]*=0, i=12...,r
' oo~ KBl ! ’

%=
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then an infinitesimal symmetry G¥ always exists which leads to quantities X ; via Theorem
6.3.3 and this symmetry is explicitly given by
GEat— g* = g* + WEQ“"%.

da"

Apply the results to the construction of the isotopic covering of Galilei’s relativity.






APPENDIX A

Indirect Lagrangian
Representations

A.1 Indirect Lagrangian Representations within
Fixed Local Variables

In this appendix we study metheds for the possible reduction of a quasi-
linear, second-order, non-self-adjoint system of ordinary differential equa-
tions in the fundamental form

[Akf(t’ q, Q)q[ + Bk(t: 9, é)]NSA = 0: k= ls 2= cees F (All)

into an cquivalent self-adjoint form, under the general regularity and
continuity conditions assumed in this volume (see the Introduction). A
number of complementary aspects are also considered, such as the degrees
of freedom of a Lagrangian, the existence theory of partial differential
equations, Lagrangian symmetries and their breakings in mechanics, etc.
These aspects can be considered as a continuation of the analysis in Volume I
and are recommended as an introduction to the Birkhoffian generalization
of Hamiltonian Mechanics presented in this volume.

In this first section we are interested in transforming systems (A.1.1) into
an equivalent self-adjoint form without altering the local coordinates (the
inclusion of the transformation theory will be done in Section A.3). This -
essentially restricts the analysis to the use of regular matrices of multiplicative
functions, according to the equivalence transformation

hilt, @, LAt ¢, 97 + Bt g, 91 = 0. (A.12)
‘ 281
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Since we are interested in the possible construction of a Lagrangian, the
transformations of primary relevance here are the self-adjoint genotopic ones,
that is, in the language of Definition 4.4.1, transformations (A.1.2) which
induce the self-adjointness. One should keep in mind the existence also of
the self-adjoint isotopic transformations (see next section), as well as others
(see Charts 4.1 and 4.2),

Consider an (analytic and regular) system (A.1.1) which, as given, is non-
self-adjoint. According to Theorem .#.3, a Lagrangian for its ordered direct
representation does not exist, but (£.11)is a particular case of the more general
indirect representations (#.16) (see Section 1.3.4 for details). Thus one can
attempt the construction of a Lagrangian for the non-self-adjoint system
considered by searching for the self-adjointness-inducing equivalence trans-
formations. Theorem .#.3 can then be reformulated for the equivalent form of
the system. Finally, Theorem 1.3.6.1 provides a method for the explicit
computation of a Lagrangian when the integrability conditions are verified.
This procedure is summarized in Theorem 4.2.1 for the reader’s convenience.

Theorem A.1.1' (Generalization of the Fundamental Analytic Theorem
1.3 to Indirect Lagrangian Representations within Fixed Local Variables).

A necessary and sufficient condition for a finite-dimensional second-order
system of ordinary differential equations,

Aki(ts q9 Q)ql + Bk(ts ‘1: 4’) = 0> k = 1: 2: Ty n (A13)

which is analytic and regular in a region R of points (t, q, §) to admit an
ordered indirect representation in terms of Lagrange’s equations without
transforming the coordinates and time variables

—— . = Wi[A,.5 B s 0 ¥

ZoF 5= MAT B deW)) A0 (AL4)
is that the system admits at least one self-adjoint transformation which verifies
the smoothness conditions of the Converse of the Poincaré Lemma (Lemma
1.1.2.2 and Chart 4.6). That is, all the following conditions of self-adjointness
on the functions i ( for fixed A;; and B, terms)

A% = A3, . (A-1.52)
* %
%" = %ﬂi_", (A.1.5b)
¢B¥ oB* N
Nl ) R Lg% 1.5
5 + 5 2{6t+q aqk}Au, | (A.1.5¢)

! The study of indirect Lagrangian representations has been conducted by a number of
authors, including Mayer (1896), Davis (1931), Havas (1957), Santilli (1977b,c), and others (see
the Introduction of Volume I for a comprehensive bibliography). We follow the Newtonian
reduction of the field theoretical studies by Santilli {1977¢).
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6Bt 0Bf 1fa . &)(éBf OB
¢ o 2 {61: +4 ﬁ_q"}(_é‘gf 7 ) (A.1.5d)
Af = WAy, Bf = H(B,, {A.1.5¢)

are identically verified in a star-shaped subregion #* c X. When these
conditions are met, a Lagrangian exists and is given by*

L*(t, q, §) = K*(t, ¢. §) + Di(t, 94 + C*(t, 9, (A.L6a)

1 1
K* =g f dr'{[ f dANE, 4 rq)]qf}(t, 679,  (ALGb)
1] 0

1
D¥ = [ f detZi(t, Tq)]qf, (A.1.6c)
0
1
C* = [ J- dTWik, Tq)]q", (A.1.6d)
Lv]
Af = WAy, BF = HB, (A.1.6e)
1 (8B 8B} F2K*  §°K*
Ek. = - —l -_— _J —_— T T A.1.6f
Zi=3 (aqf aq=) * (Bq' o  og 6q’) ( )
we o ODF _ p, OK* PKP [OK* 1 (0Br 3BR],
oot VT oG T ader  |oded  2\ed  ed )|
(A.1.68)

On practical grounds, this theorem can be implemented according to the
following steps.

1. Verify that the system is analytic (in the sense of Chart A.1) and regular.
Then select, for the region of definition, a neighborhood of a regular point
(also in the sense of Chart A.1). Notice that this smoothness condition
excludes the presence of discontinuous forces, such as the impulsive forces
(Chart I1.A.3), and is more restrictive than the condition of class €.

2. See whether the system admits a self-adjoint genotopic transformation;
that is, whether (A.1.9) admit a solution in the functions hf.

3. In the case of an affirmative answer, compute a Lagrangian according
to (A.1.10). Alternative methods (such as those of Chart 1.3.11) can be used in
case of difficuities in computing the integrals in the needed closed form.

This tacitly assumes that the reader is familiar with the applications of
Theorem .£.3 to direct Lagrangian representations, as well as with the
methods for the computation of a Lagrangian (Section 1.3.6, in particular).

Clearly, the major difficulty for the practical application of Theorem A.1.1
is whether (A.1.9) in the unknowns A/ is consistent or not, and, if so, whether
a solution can be explicitly computed in the needed closed form.

2 Notice that method (A.1.10) is different than that of (#.13).

3 The conditions of self-adjointness of Theorems #.3 and A.1.1 are the same. Nevertheless,
their interpretation and use are different. For Theorem .3, conditions (£.12) are restrictions on
the equations of motion—that is, on the A, and B, terms. For Theorem A.L.l, conditions
(A.1.9) are restrictions on the integrating factors hf for given fixed terms 4;; and B;.
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The following remarks are in order in this respect, First, (A.1.9) constitutes,
in general, an overdetermined* system of partial differential equations in the
unknowns A{. These systems are not, in general, consistent. Thus the Inverse
Lagrangian Problem (A.1.8) is not “universal”; that is, a solution of (A.1.9)
for a given system (A.1.7) does not necessarily exist.

The methods used to ascertain whether a given system of differential
equations is consistent or not are often referred to as existence theory. The
case of determined systems has been studied extensively in the mathematical
literature. In Chart A.3 we present one of the most important theorems for
the case of determined systems of partial differential equations, the Cauchy—-
Kovalevski theorem. The case of overdetermined systems is still open in the
mathematical literature to a considerable cxtent. An interested reader may
consult, for instance, Goldschmidt (1967), Spencer (1969), and Gasqui
(1975).%

In a number of cases of practical interest, system (A.1.9) can be reduced
to a determined system by the appropriate selection of a subset of the
functions A/, In this case, according to Theorem 1 of Chart A.3, the reduced
system is consistent if it can be written equivalently in the Cauchy-Kovalevski
form,ie., in the form of Equations (3) of Chart A.3. At this point the condition
of analyticity of Theorem A.1.1 acquires its true significance. Indeed, the
Cauchy-Kovalevski Theorem applies specifically to analytic systems of
partial differential equations. Thus, even though Theorem A.1.1 can indeed
be formulated and proven under weaker smoothness conditions (as for
Theorem £.3), practical applications outside the class of analytic systems are
generally confronted with the nontrivial extension of the Cauchy-Kovalevski
Theorem to nonanalytic systems.

Notice that when the Cauchy-Kovalevski Theorem is applicable to
system (A.1.9), the solutions are also analytic, and therefore the needed
smoothness conditions for the equivalent self-adjoint form of the equations
of motion are automatically verified.

Finally, it is appropriate to recall that, even when system (A.1.9) is con-
sistent, the possibility of readily computing a solution #f in a closed form is
not guaranteed. This creates additional difficulties. Indeed, the methods of
the Inverse Problem refer to the computation of a Lagrangian, when it
exists, in an explicit form. When the solution k! of systems (A.1.9) can only
be established via multiple power-series expansions which are convergent
but of an unknown sum, a Lagrangian cannot be computed explicitly,

In conclusion, the practical application of Theorem A.1.1 is complicated
by a number of technical difficulties which are typical of overdetermined

# A system of differential equations is called determined, overdetermined, or undetermined when
the number of equations is equal, bigger, or smaller, respectively, than the number of unknowns.

® The outline presented in Section I.1.2 on the calculus of differential forms and the converse
of the Poincaré Lemma can also be used to study the cousistency of overdetermined systems of
partial differential equations (see Examples 1.1,3-1.1.6). Thus, whenever system (A.1.9) cannot
be reduced to a determined form, one can still attempt a study of its consistency via the methods
of Section L1.2. The bibliography on the theory of partial differential equations is rather vast.
A partial listing is given in Chart A.3.
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systems of partial differential equations.® Nevertheless, Theorem A.L.1 is
significant for a number of cases in which it does indeed provide an explicit
Lagrangian representation.

For one-dimensional systems, conditions (A.1.9) reduce to a single partial
differential equation in only one unknown, h, which can be written in the
Cauchy-Kovalevski form? as

B

oh & i,
— =B Y—4§4—hA)—B ' —h Al.7

34 {az t4 6q}( ) aq (A.17)
which originated from (A.1.9¢). The condition of analyticity then ensures the
existence of a solution via Theorem 1 of Chart A.3.

Corollary A.1.1a. Analytic, regular, and one-dimensional systems always
admit a self-adjoint transformation. Thus a Lagrangian always exists for
their indirect representation.

This is the universality for the existence of a Lagrangian for one-dimensional
systems which was proven for the first time by Darboux (1894). A more
detailed presentation of this case is given in Chart A 4.

Another significant subcase of TheoremA.1.1 occurs when the original
system is in kinematical form.

Corollary A.1.1b. When system (A4.1.7) is of the kinematical form
G —ftba H=0; k=12...n qg=4g, (ALS)

the integrability conditions for the existence of a self-adjoint transformation,
Equations (A.1.9), reduce to

hy; = hj;, (A.1.9a)

Ziqf - %ﬁ (A.1.9b)

St a4 3 [ Our) + 9| =0 10

a%,— (ha /) — % (hu f*) = % {% + ¢ a%}[a% (hy 15 — a‘} (hye f")].
(A.19d)

& This is one of the motivations for the search for an alternative appreach to the Inverse
Problem that is capable of providing universality, that is, capable of providing a representation
through a conventional variational principle for all systems of the class admitted. In this way,
half of the difficultics of Theorem A.1.1 {the study of whether the integrability conditions are
verified or violated for each given system) would be absent. The remaining difficulties—those
related to the explicit computation of a solution in the desired closed form—would persist
however. As we shall see in Section 4.5, this is precisely the case for Birkhoff’s equations.

7 When the function B is analytic, the function B~ ! is locally analytic only under certain
technical conditions {see Chart A.1 and quoted references). Clearly, for the Canchy-Kovalewski
theorem to be applicable to Equation (A.1.11), the function B™' must be analytic together
with all other functions appearing in the right-hand side (i.e., B and A). The verification of these
(and other) conditions is tacitly assumed here.
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In particular, when the implicit functions are all independent of ¢, a necessary
condition for the existence of a self-adjoint transformation is that the multi-
plicative functions hi are conserved along the solution of the system, i.e., are
first integrals.® That is,

d
G D=0 Lj=12..,n (A.1.10)

The last part of the corollary can be easily proved by using (A.1.13b) and
(A.1.13c), as well as the identification along a solution of the system g* = f*
Corollary A.1.1b proves useful in illustrating the interplay between the
fundamental and kinematical forms of the equations of motion or, for that
matter, any system of ordinary second-order differential equations. In fact,
the corollary is centered in the transition from the unique kinematical form
to one equivalent fundamental form, i.e.,
b = filt & @) = 0> hy(t, ¢ G ~ 1Y A’ + B, = 0. (ALLD)
This transition is trivial from the viewpoint of the existence theory for ordin-
ary differential equations but not trivial from the viewpoint of the existence
of a Lagrangian.

In essence, the kinematical form of a system is necessarily non-self-adjoint
when the implicit functions are nonlinearly dependent on the velocities.?
As such, they do not admit, a direct Lagrangian representation. The only
possibility is to search for an indirect representation. The factor functions
hi then produce a fundamental form. Even though the existence of an indirect
Lagrangian representation is not ensured, the representation is in principle,
poss1ble In particular, the transition removes the restriction of the lincarity
in the velocities because the conditions of self-adjointness for the funda-
mental form do not demand the linearity of the A;; and B; terms in the
velocities.

In conclusion, Corollary A.1.1b deals essentially with the transition from
the unique but generally non-self-adjoint kinematical form to at least one
equivalent self-adjoint fundamental form.1?

This analytic procedure has nontrivial physical implications. Let us recall
that, apart from the multiplication of the mass tensor, the kinematical form
originates from Newton’s second law (for the case of unconstrained systems).
When the implicit functions (the Newtonian forces) are self-adjoint, the
kinematical form can be directly represented by Lagrange’s equations and
is written in Cartesian coordinates

_____ = [F, — fillt, v, #)sa, m= 1. (A.1.12)

8 The notion of the first integral is reviewed in Chart A.8.
¥ This is explicitly stated in Theorem .#.1; see Section 1.2.2 for details.
1% Another significant subcase of Theorem A.1.1 occurs when the matrix of factor functions
is diagonal, i.e., of the type
hy; = k6 (no sum).

This case has been investigated in detail by Havaé (1957).
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This is the conventional way. of representing systems with forces derivable
from a potential and produces the conventional Lagrangian (as well as
Hamiltonian) structure!!:

L = L3" = Lgeo{F) + Lint, 1, 7) (A.1.13a)

H = Hg" = Heo(p) + Hin (8,1, D) (A.1.13b)

Liree = 3787, Hyoo = 4p,0Yp;, (A.1.13c)

Liy = Bt, )F + C(t,7),  Hyu=D'(t,)p; + E(t, 1), (A.1.13d)
, : oL

H=ip—L  p=zp (A.1.13¢)

The physical context of Corollary A.1.1b is fundamentally different. We
are referring here to systems which are assumed to violate the integrability
conditions for direct representations (A.1.16). Under conditions (A.1.13), the
only Lagrangian representations possible without transforming the local
coordinates are those of the indirect type

d 8L 9L ; ;
'd_t a_f'k - 6? = {h.lu'(t3 F, f.)[i:l _fl('ta L f):INSA}SA' (A'1'14)

In this case, the functions h/ become acceleration couplings and produce a
generalization of the conventional Lagrangian structure of the type identified
in Section 1.3.7; i.e. 12

L= ngffln = Lim,l(t: s f)Lfrce(f) + Lint. ll(t? r, f‘) (Al'lsa)
H= H%:tn = Hint, l(t= ¥, p)Hfree(p) + Hinl, ll(ts L p) (Alle)

1 Upon suitable quantum mechanical and quantum field theoretical extensions, Lagrangian
structures (A.1.17) persist in some of the most advanced parts of contemporary theoretical
physics, such as quantum electrodynamics and quantum chromodynamics (a theory currently
under study for strong interactions). In fact, in all these theories the forces {(or couplings) are
of the potential type. With a deeper analysis under the conditions of variational self-adjointness
and upon inclusion of symmetries and conservation laws, the theories indicated here emerge as
part of the so-called closed self-adjoint interaciions, as we shall see in Chart A8, Section 6.3 and
Chart 6.1.

12 Generalized Lagrangian or Hamiltonian structures (A.1.19) have been proposed by Santilli
(1977a,b,c, 1978a,b,c, 1979b) for the study of strong interactions. According to clear experi-
mental evidence, all strongly interacting particles (hadrons) have a charge size of the order of
10~ 13 c¢m (1 F); they are composed of wave packets, and their size coincides with the range of
strong interactions. As a result, a necessary condition for the activation of strong interactions is
that the wave packets of hadrons penetrates one within the other, at least up to their charge
radius. Strong interactions are therefore expected to call for nonlocal/integral and nonpotential
forces. The nonlocal nature is needed to ensure the existence of the interaction at all points of
the volume of overlapping (rather than at a few isolated points, as in theories currently preferred).
The nonpotential character is due to the fact, stressed throughout our analysis, that the notion of
potential has no physical foundation for contact interactions. This does not exclude the possible
existence in the strong interactions of action-at-a-distance, potential terms. The important point
is the existence of at least one non-local nonpotential term. Also, approximations of the local
power-series type (£.4) are not excluded, provided that, again, the expansion contains nonpoten-
tial terms. When all terms realizing the strong interactions are reduced to those of the potential
type, we have only action-at-a-distance and no genuine representation of the contact effects due
to mutual penetration. Notice that models of type (A.1.19) are open (nonconservative). Therefore,
they are particularly suited for the study of one strongly interacting particle, while the rest of the
system is considered external. The extension of the system to inciude all particles leads to a
generalization of the contemporary notion of interaction called closed non-self-adjoint inter-
actions, which will be reviewed in Chart A.8, Section 6.3 and Chart 6.1,
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where the multiplicative interaction terms to the term representing free
motion arc necessary whenever the kinematical form is non-self-adjoint. In
turn, these multiplicative interaction terms have a number of nontrivial
physical implications, both classically (e.g., for symmetries and conserved
quantities'*) and quantum mechanically (e.g., for the emergence of spin-
spin and spin-orbit interactions which multiply the free term!#).

In conclusion, the structure of the Lagrangian or Hamiltonian which
emerges through the Inverse Probiem techniques is of the generalized type
(A.1.19) and not of the conventional type (A.1.17).

Until now we have been interested in illustrating Theorem A.1.1 for the
indirect representations of non-self-adjoint systems. Conditions of sell-
adjointness (A.1.9), however, do not necessarily demand that the original
system is of this type. Theorem A.l.1 therefore also applies to indirect
representations of self~adjoint systems, which are useful for the study of the
“degrees of freedom™ of Lagrangian representations (Section A.2). In this
way we reach the following classification of the representational capabilities
of Theorem A.1.1,

Corollary A.1.dc. Under integrability conditions (A.1.9), the indirect
analytic representations (A.1.8) can be either self-adjoint genotopic or self-
adjoint isotopic; i.e., by the variational approach to self-adjoininess, repre-
sentations (A.1.8) can be classified according to the following:

d oL &L .

&od o = [A;4 + Bnsalsas (A.1.16a)
d 6L 6L ;

G oo U A& + Bisalsa- (A.1.16b)

It seems wise to introduce a specific name for the “integrating factors”
hi considered in this section, so as to distinguish them from other factors we
shall encounter during the course of our analysis. From now on we shall call
the solutions A{ of Equations (A.1.9) self-adjoint isotopic or self-adjoint
genotopic functions (or, simply, isotopic or genotopic functions) depending
on whether the original system is self-adjoint or not, respectively.

13 See Charts A.6-A.12.

** In conventional quantum mechanics (studies based on models of type (A.1.17)) spin-spin
and spin-orbit interactions are represented by additive terms in the Hamiltonian. The realiza-
tion of the same interactions in the same electromagnetic way for the different case of strong
systems is faced with a number of problematic aspects (e.g., the inability to reach a real value of
the mass of a bound state when the masses of the constituents are smaller than the total masses, as
expected in the structure of the pion and other hadrons). These and other problems appear to be
resolved il one realizes spin-spin and spin-orbit interactions via terms which multiply the
kinetic energy (upon suitable symmetrization, of course). In turn, this has several implications.
First, one reaches spin-spin and spin—orbit interactions of “strength™ and dynamical implica-
tions different than those of the additive electromagnetic type. Second, the multiplicative
nature of the term ensures a true representation of contact interactions. Finally, the approach
appears to resolve the problem of real total mass indicated earlier and permits Bohr-type
cousistent structure equations for the light hadrons (e.g., the mesons). For these quantum
mechanical aspects, the interested reader may consult Chart 6.1.
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A.2 Isotopic Transformations of a Lagrangian

After having identified the integrability conditions for the existence of indirect
Lagrangian representations, the next problem is to study their “degrees of
freedom.”

The equivalence transformations of a Lagrangian can be classified as
follows:

I. those occurring within a fixed system of local variables,
II. those induced by coordinate transformations at a fixed value of
time, and
III. those induced by more general transformations (e.g., involving
time),

as well as by any combination of these transformations in a given ordering.
In this section we shall study the transformation of type I. Those of type II
will be studied in Section A.3, and those of type IIl will be indicated in
Chapter 5. Our study should not be interpreted as exhausting all possible equi-
valence transformations. We are merely interest in identifying the transforma-
tions which are important for our program.

A first subclass of the equivalence transformations of a Lagrangian within
a fixed system of local variables is expressed by the mappings

L(t, g, §) - L(t, 4, §)

, : ] oG oG
= L(t! q, Q) + G(t’ Q) = L(t: q; ‘1) + a_qk qk -+ E: (Azla)
d G oG

which are often referred to as Newtonian gauge transformations.'®

Mappings (A.2.1) imply a change in the functional dependence of a Lag-
rangian, illustrated by the following *“gauging” of the conventional Lagrang-
ian for a one-dimensional harmonic oscillator:

=H@ - L' =3+ + g —¢ +4ql, (A22)
G = 4(tq + 24

Nevertheless, mappings (A.2.1) are trivial from the viewpoint of the equations
of motion and of the integrability conditions for the existence of a Lagrangian.

5 The term “gauge transformation™ is customarily associated with the transformations of
the electromagnetic four-potential in Minkowski space

A* = A = AP 4+ Byfoxt, 7 = 7(x% x, x2, x%), p=01%23

which leave invariant the electromagnetic tensor F,, = 84,/6x" — 04,/8x*. Additional gauge
transformations exist in field theory within the context of the unification of weak and electro-
magnetic interactions. It should be stressed here that gauge transformations customarily used in
Newtonian Mechanics gre not the Newtonian limit of these field theoretical transformations.
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Indeed, Lagrange’s equations in L and in L' coincide for all gauge transforma-
tions,'®
* t
ia—ﬁ—a—%zi%;—aik (A.2.3)
dtog*  8g*  dt dq éq
As a matter of fact, one can define two functionally different Lagrangians
L{t, g, ¢) and LI(t, q, §) to be related by an equivaience transformation of
gauge type when Lagrange’s equations in I. and those in L coincide.

On physical grounds, mappings (A.2.1) are sometimes interpreted as
induced by forces which do not work.'” This can be seen, for instance, by
interpreting G(t, ¢) as a (generalized) potential. The (generalized) work is
then identically null, i.e.,

oF " atag)T T

The Newtonian gauge transformations do not exhaust the equivalence
transformations of class I. This can be seen by the following transformation,
also for a one-dimensional harmonic oscillator 8

S — (_EJr d 5”)5 f=0, U= -Gg. (A24)

L=¥4 —q)—>L* =5 cost + 4g¢*sint — g*Gcostt (A.2.5)

which is clearly of the nongauge type; that is, the difference L* — L cannot
be expressed as a total time derivative of a function G which depends on time
and coordinates only. Equivalently, Lagrange’s equations in L and in L*
do not coincide. Nevertheless, these two equations are equivalent because
they characterize the same implicit function (#.20). The reader is encouraged
to verify this.

Another example is provided by Lagrangians for a one-dimensional
particle with linear velocity damping (identified in Example 1.3.1):

L =4e"¢* > L* = §In g — yq. (A.2.6)

Again, these Lagrangians are not related by a gauge transformation, yet
they are equivalent because they both yield the (unique) implicit function
of the system and thus the same solution. Nevertheless, the two Lagrangians
are profoundly different in structure (as well as in symmetry, as we shall see
later on).

In conclusion, the examples presented should be sufficient to indicate that,
besides the known Newtonian gauge transformations, an additional class of
equivalence transformations within fixed local variables exists, which pro-
duces a nontrivial change in the structure of a Lagrangian, with a consequen-
tial nontrivial change of the manifest symmetries. Since these symmetries

16 The maximal admissible functional dependence for a funetion G to be a “gauge function™
is understood to be that in time and (generalized) coordinates g“ Also, the function G in map-
ings (A.2.1) is understood to preserve the continuity of the original Lagrangian. The preserva-
tion of the regularity is ensured from the linearity of G in the derivatives g~

7 See Wintner (1941, page 112).

'8 See Example A.l for the construction of this transformation.
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vield first integrals via Noether’s theorem (Chart A.9), the study of the latter
transformations is significant for our program.

Definition A.2.1. Two analytic and regular but functionally different
Lagrangians, L(t, g, §) and L*(z, g, §), are said to be isotopically related.*®
and the mapping L — L* is called an isotopic transformation, when a (smooth-
ness- and regularity-preserving) matrix of isotopic functions ki(z, g, §) exists
with respect to L (or equivalently, k; '/ with respect to L*, (b7 1) = (k)™ 1),
such that all the following identifications

d oL* oL* {d oL dL
i = |y 20— L2 = A27
[dr 57 aq*]SA [”"(dr oF aq*)SAL’ k=1Z...m (A7)

or their equivalent forms?°

* *
[ia_ﬁ _ a_ﬁ] - [h,;ﬂ(i OL” _ ﬂ) ] , (A2.8)
dtéq"  Iq" [sa dt 84" 04" [salsa
hold in the (common) region of definition for L and L* in a given ordering.

By recalling the analysis of Section 4.4, the reason for selecting the term
“isotopic transformations™ is self-evident. Indeed, these transformations
are based on a self-adjointness-preserving equivalence transformation of
Lagrange’s equations, rule (A.2.7)} or (A.2.8).

The integrability conditions are alfready provided by Theorem A.1.1. They
need only to be better identified for the reader’s convenience.

Recall from Equations (A.1.20b) that Theorem A.1.1 can also provide an
indirect Lagrangian representation for self-adjoint systems. Thus integrabil-
ity conditions (A.1.9) constitute necessary and sufficient conditions for the
existence of an isotopically mapped Lagrangian through the identifications

AL
= Mo (A29a)
2L . L el
Bf = h?(aq" a7y TaFa E)‘ (429b)

19 The equivalence transformations under consideration were introduced, apparently for
the first time, by Saletan and his collaborators with conventional techniques (other than those
of the Inverse Problem) and under the name of “fouling transformations.” See Currie and Saletan
(1966), Gelman and Saletan (1973), and Marmo and Saletan (1978). Seec also, Kilmister (1967,
page 119). We follow here the studies by Santilli (1977¢, 1978c and 1979a) in the use of the Inverse
Problem. This approach provides the necessary and sufficient conditions for the existence of the
equivalence transformations under consideration, as well as methods for the explicit computa-
tion of the new Lagrangian (or Hamiltonian), and a methodological perspective for identifying
the implications and possible applications.

2% The isotopic transformations, when they exist, are always invertible. In particular, if a
matrix (k) is isotopic with respect to a Lagrangian L, its inverse (k) ™' = (k 1} is isotopic with
respect to L*, as clearly indicated in Equations (A.2.7) and (A.2.8).
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A Lagrangian L* can then be computed by method (A.1.10). If method (£.13)
is used instead, we can write

wre o d oot I L ol
L*(t, q,4) =EL dt Ldﬂq h; o oF (t, wq, 17'9) |

1 [ fdaL oL o
_ g j dr [h;(agg - B—:f)](r’ 1q, 7, 1) (A.2.10)
4]

The mechanism of the Lagrangian isotopy can be made more precise by

the following lemma, whose proof is left to the interested reader (Problem
A2).

Lemma A.2.1. A necessary and sufficient condition for two functionally
different Lagrongians L(¢, q, ¢) and L*(t, g, §) within a fixed system of local
variables to be isotopically related is that the systems of implicit functions
of Lagrange’s equations in L and in L* coincide in a given ordering. That is,
all the following equations

[ @L . L 4L
kophf S2 a2 08
f (aq' ! Vara ﬁq’)

A G*L¥ . gLk oL*
= prkil Y - A2.11
i (aq'* 57! o 64') M

i a2L -1 ] azL* -1
(PH) = (aq" aqf) ;o (PF = (W) (A.2.11b)

are identically verified in the (common) region of definition.

The preservation of the implicit functions then ensures the property that the
Lagrangian isotopies leave the dynamics of the system unaffected. In fact,
not only the solution but also the first integrals and the conservations laws
are unchanged, as we shall see.

Needless to say, a given Lagrangian does not necessarily admit an isotopic
image. The techniques of the Inverse Problem merely provide the integrability
conditions for its existence. Nevertheless, Lagrangians for one-dimensional
systems always admit an isotopic image because, under the smoothness
conditions admitted, Equation (A.2.11) must always admit a solution.

Corollary A.2.1a. Analytic and regular Lagrangians for one-dimensional
systems always admit at least one isotopic transformation other than the
the identity. In particular, a first integral always constitutes an isotopic
function for these transformations,

The above property can be called the universality of the Lagrangian isotopy
Jor one-dimensional systems. It is lost in the transition to systems of more
than one dimension. However, when an n-dimensional system admits a
(direct or indirect) Lagrangian representation, the Lagrangian is never
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unique, and the isotopic mappings become possible. This is due to the fact that
the conditions for the existence of a Lagrangian are given by a system of
partial differential equations. These systems, when consistent, are known to
admit considerable degrees of functional freedom in their solutions.

When reinspected from the viewpoint of self-adjointness, these degrees of
freedom imply the existence of different, yet equivalent, self-adjoint forms.
More specifically, the techniques of the Inverse Lagrangian Problem are
capable of producing not only one Lagrangian representation (when it
exists), but all possible Lagrangian representations.

Lemma A.2.2. Under the smoothness conditions for the applicability of
the converse of the Poincaré Lemma, the class of all possible isotopic trans-
Jormations of a Lagrangian exhausts the class of all possible equivalent self-
adjoint forms of the system.

This property implics that conditions (A.1.9) can admit a family of solu-
tions in the integrating functions, say ki, hlyy, . .., each of which induces
a Lagrangian, say, L(;), L3, . . . . All these possible equivalent (but different)
Lagrangians can be related by a rule of chain isotopy; that is, isotopic
functions must exist such that

4oL oL _ o(d0L OL
datég oq
* *
(o o
dt 8¢ oq
_ h**i(i JL** @L**) -

k

dt o  éq
=... (A.2.12)

where we have assumed L = L), L* = L,,, etc. The first identities are
generated by the trivial solution &{ = h}. The corresponding mapping
L - L* = L is called the identity isotopic transformation.®* For an illustra-
tion of this occurrence, see Example A.1.

We are now equipped to study some physical implications of the Lagrang-
ian isotopies. As indicated earlier, the techniques of the Inverse Lagrangian
Problem produce a Lagrangian in the abstract mathematical form (A.1.10).
The same techniques produce the isotopic degrees of freedom of a Lagrangian
according to additional mathematical forms (A.2.9) or (A.2.10}. In order to
identify the implications of these structure for the problem of interactions,
the use of generalized Lagrangians (A.1.19) is advantageous. In fact, these

21 The possible existence of a family of isotopic matrices admitting the identity and an inverse
is strongly suggestive of the possible existence of a group structure. The study of this aspect is
left to the interested reader.
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structures clarify the point that the interactions of the physical universe can
be represented not only by additive terms to the free Lagrangian term (as
generally used in contemporary physics), but also by a combination of
additive and multiplicative interactions terms.'1*

We must now study the degrees of freedom of these additive and multi-
plicative interactions terms. For this purpose, the first task is the reinterpreta-
tion of generalized Lagrangians (A.1.19) through mathematical structures
(A.2.9). This is easily accomplished by noting that, to avoid unnecessary
degrees of freedom, the additive interaction term must be linear in the
velocities,

Lipn = Dyt 1) - ¥ + C(t, 7). (A.2.13)

This is a necessary condition for conventional Lagrangians (A.1.17) (Corol-
lary .#.1a). Since the term representing the free motion is unique,

Liree = m i, (A.2.14)

restriction (A.2.13) yields a unique reformulation of each structure (A.2.9)
according to the rule

LED = K(t, v, /) + Dy, ) - #* + C(t, 1)
= Lint,l(t’ l', i.)Lfree(i‘) + Linl,II(t’ L i.)’ (A215)

Lim,I = K/Lfree .

Qur problem is the identification of the degrees of freedom of the multi-
plicative and additive interaction terms within a fixed system of local
variables. By again ignoring gauge transformations (which involve trivial
degrees of freedom of L, 1), the problem consists of reinterpreting the notion
of Lagrangian isotopy for generalized Lagrangians (A.2.15). By assuming
that the Lagrangian isotopies do not change the free term, we have the fol-
lowing property.

Lemma A.2.3. The class of all possible isotopic transformations of a
Lagrangian exhausts, up to Newtonian gauge transformations, the class of
all possible pairs of multiplicative and additive interaction terms of a general-
ized total Lagrangian characterizing the same system of implicit functions.
We shall then write*?

ng:ln = Lint,lLfrce + Linl,II - L?:)%cn = L?:n,ILfree =+ L?:-n,n- (A216)

22 The quantization of isotopically mapped Lagrangians (or, more precisely, their Hamil-
tonian images) has rather nontrivial implications. For these, see Marmo and Saletan (1978) and
Santilli (1978d, Section 4). At a quantum field theoretical level, the implications appear to be
even more intriguing. Indeed, at least in principle, a Lagrangian (density) which apparently
cannot be renormalized might be reduced via mechanism (A.2.16) to a simpler structure which
cdan.
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As an illustration, we have the following Lagrangian isotopy for the
linearly damped particle in one dimension.

Leen = g¥tls?, Lig1 = € L =0, (A.2.17a)
2
L =qglng—yq, Lii= 2}1“ ¢  Lt.a= —vyq (A217b)

Lemma A.2.3 refers to the largest possible class of Newtonian systems
verifying the integrability conditions of Theorem A.1.1. For the case of the
conventional systems with forces which can be derived from a potential, we
have the following corollary expressed in the language of Definition 4.1.1.

Corollary A2.3b. When the system represented is essentially self-adjoint,
the class of all admissible multiplicative and additive interaction terms of a
generalized total Lagrangian admits the case Ly, | = 1, i.e., the following
reduction is always possible:

L:.l;%en = L?:-n,leree + Li’l:n, n— L::((,Jtnv = 1Lfree -+ Lint, I- (A218)

It is understood that such a reduction is prohibited when the system con-
sidered possesses forces not derivable from a potential (but is non-essentially
non-self-adjoint).

As we shall see, Lagrangian isotopy (A.2.18) can be used in more than one
way. First, when a conventional structure is known, a generalized structure
is useful to, say, search for new first integrals (see Chart A.10). On the other
hand, when a generalized Lagrangian structure is known, one can use reduc-
tion (A.2.18) to search for a simpler structure, with seif-evident physical
implications at classical, quantum mechanical, and quantum field theoretical
levels.

Stated explicitly, when a given Lagrangian has a generalized structure, it
is not sufficient to guarantee the presence of forces which cannot be derived
Jroma potential. In this respect, the reader may consult Example A.1. The most
effective way to see whether or not non-self-adjoint forces are present is to
compute explicitly the equations of motion, construct the form originating
from Newton’s second law, and verify its behavior under the conditions of
self-adjointness.

In conclusion, the Inverse Problem suggests a sort of return *ad originem”
in Newtonian Mechanics. The fundamental dynamic quantities are Newton’s
equations of motion, while the admissible Lagrangians for their analytic
representation have a primarily methodological function of the type indicated in
the Preface. In particular, the selection of any given specific Lagrangian from
among all possible Lagrangions which can be constructed through the techniques
of the Inverse Problem is merely a question of personal preference, rather than
mathematical consistency, whether or not the forces are self-adjoint.

We pass now to a reinspection of the isotopic transformations of a Lagrang-
ian within the context of generalized principle (14) of Chart 5.7. As pointed
out Theorem A.1.1 may also apply to Newtonian systems with potential
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forces. The theorem therefore establishes the integrability conditions for the
following generalized variational principle

ta
0AM(E,) = [5 J drLig™™ (@, , f)](Eo)

12 d aL:tcl:onv aL;ttl:onv N
(G55 -5 e

- - f de{hite, v, HImP; — (6, v, DlsalsalEo)dr*(Eo) = 0

L¥eonv _ f gea {A.2.19)

tot

in which the Lagrangian is the generalized type and the representation is
indirect. I a direct representation of a self~adjoint system is desired via a
generalized Lagrangian, Lemma A.2.1 allows the following principle

F*AX(Eo) = [5* j de L™ (e, v, f)](EO)

153 . d aL:thnv aL:’:J(:OﬂV .
_ i _ 3 E
Judt{[gk(dt ar' "o Jsa SAér (Eo)

= —_rldt[mk Fe — flt, 1, D)1sa(EQ)Sr*(Eg) = 0 (A.2.20)

x §*ri = giork

called a self-adjoint isotopic mapping of Hamiltons’ principle. In this way, the
Lagrangian’s isotopic degrees of freedom can be interpreted as a form of the
degrees of freedom of the variations.

We note, incidentally, that conventional (self-adjoint) variational principles
can be turned into non-self-adjoint form by the simple rule

‘ 2 d dL JL
SA(Ey) = — -[1 dt[(E 7 a—rk)SAézJ‘:I(EO)

= ([ (dalL &L )
-~ [ - 5, oo =0

S 1 =H&, (B = (™" (A.2.21)

Similarly, when the Lagrangian considered admits an isotopic image, we
have the self-explanatory reformation

5 J dt L(t, 1, ) = 0, f dt L*t, r, ©) (A.2.22)
t 31
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as well as the equivalent form

5*J At Lt 1, B) = & f A LM B, (A2.23)

A.3 Indirect Lagrangian Representations via the
Use of the Transformation Theory

The transformation theory in configuration space studies the possibility of
representing the equations of motion in an infinite variety of different co-
ordinates, say, ¢, ¢", ..., and times, say, t', t", .. .. A central requirement is
that the equations of motion in the original variables and those in the new
variables are equivalent. This equivalence is ensured by a number of condi-
tions on the transformations, comprising the invertibility and the preserva-
tion of the continuity properties of the original system. Since the systems
studied in this volume are analytic, we shall assume from here on that ail
transformations considered are analytic in the region assumed.?® Neverthe-
less, the reader should keep in mind that most of the results can be formulated
under weaker smoothness conditions. Also, the transformations considered
will be assumed to be single-valued (namely, one-to-one), although this
requirement too can often be relaxed (see the Introduction for additional
aspects).

The following classes of transformations are particularly relevant for the
Inverse Problem:

A. velocity-independent transformations of the coordinates at a fixed
value of time

ot =1, g = g% = %), (A3.1a)
oq"
dqt
often called point transformations,* to stress their local character, or
contemporaneous transformations,®* to stress the lack of time trans-
formation.

B. velocity-independent transformations of the coordinates and time
variables, i.e.,

|J{1() = ‘ (%) # 0, (A.3.1b)

tot =1t ¢ -q"=q"C9), (A3.2)

sometimes called noncontemporaneous transformations.>*

23 Allregions of definitions for the transformations considered are assumed to be topologically
equivalent to a star-shaped region to ensure the applicability of the converse of the Poincaré
lemma. This is due to the fact that, unlike conventional treatments, the transformation theory
is used in this volume for the construction of the analytic representations of Newtonian systems
and, as such, must possess the needed topology. Further details will be provided later.

2% The literature on point transformations in configuration space is rather vast. See, for
instance, Lanczos (1949) and Pars {(1965).
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C. velocity-dependent transformations of the coordinates and time
variables, i.e.,

t=t =t{tad, 4q—q%=q%Cqq. (A.3.3)

The analysis of this section will be restricted to point transformations. The
most general possible noncontemporaneous, velocity-dependent transforma-
tions is studied in Chapter 5 within the context of Hamiltonian formulations
and related Birkhoffian generalizations.

Velocity-dependent transformations in configuration space do not appear
in the literature of Newtonian mechanics, while they are only occasionally
treated in the literature of differential geometry?® and the calculus of varia-
tions.2® This is due to a number of technical difficulties, in both the formal
study and applications, which are cither absent or become manageable in
the transition from second-order to first-order systems.

The reader should keep in mind that a comprehensive velocity-dependent
transformation theory of second-order systems and Lagrange’s equations
remains an important problem of mechanics for the following (and other}
reasons.

1. Galilei transformations (Chart L.A.1) depend explicitly on velocities
as a parameter. Thus, the inclusion of the velocity dependence is
important for relativity profiles.

2. The symmetries of the equations of motion leading to first integrals
via Noether’s theorem (Charts A.6-A.11) are generally dependent on
velocities in an explicit way. Thus the Lagrangian formulation of the
problem of symmetries and first integral demands, for completeness,
the use of velocity-dependent transformations.

3. The configuration space image of the familiar canonical transforma-
tions has an explicit dependence, in general, on the velocities, trivially
because the canonical transformations generally depend on the
momenta. As a consequence, the Lagrangian image of the transforma-
tion theory of Hamilton’s equations is crucially dependent on an
explicit dependence on the velocities.

We should indicate from the outset that point transformations are impor-
tant for the practical application of the Inverse Lagrangian Problem,
although they do not enlarge the representational capabilities of Theorem
A.1.1. In order to achieve an analytic representation of essentially non-
self-adjoint systems via the transformation theory, the use of velocity-depen-
dent transformations is essential. However, a generalization of Lagrange’s
equations (£.10) will be essential too, as shall be seen.*”

The reader can now anticipate the technical difficulties of velocity-depen-
dent transformations. In fact, the transformations do not preserve, in general,
the second-order Lagrangian character of the equations, apart from a special

25 See, for instance, Caratu et al. (1976).

26 See, for instance, Gelfand and Fomin (1963, page 81).

27 Atthis point the reader may keep in mind third-order Lagrange’s equations in second-order
Lagrangians (see Section 4.2). The velocity dependence of the transformations is expected to
increase the order of the Lagrangian by producing, in general, higher order equations.
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class which expectedly consists of the Lagrangian image of the canonical
transformations.

We shall now study the transformation of Newton’s equations of motion
under point transformations. Let the system considered be of the funda-
mental form, i.e.,

Aut, ¢ D' + By(t, ¢, §) = 0. (A34)

Since the point transformations do not depend explicitly on velocities and
time, the velocities in the old and new system of coordinates are linearly
related, ie.,

aq*
ik = '”4 A.3-5
¢ =571 (A3.3)
The following properties then hold
aq-k 6qk
i S A3.6
W o (A.3.62)
d ﬁqk 6qk azqk ;
——— = = A.3.6b
dtog"  dq" dq” dq- 1 ( )
The accelerations therefore transform according to the rules
d d (3g*\ ., 84" .
wk Rl — = } ari . et
T =_-4) i (6q,,)q + 74
82" » oq* .
= ——— g7 + = §" A.3.7
g o 14 +aq" , (A.3.7)

but the 4 and B terms of the equations of motion transform according to
(Chart 1.A.13)

u _ aqr 6qs
I Ji- i A3
if rs aq,, aqus ( 83)
A = A1 4, 4) = A, aq), 4(q', &), (A.3.8b)
B,=58%7 (A.3.8¢)
dq
B, = B{t.¢. ¢) = B{t, 9(q), 4(d’ §). (A.3.8d)

In this way we reach the following tranformation law of the fundamental form
of Newtonian systems under point transformations:

PN . a 't r sy s ] ?ooar
A};i(ts 4, q)q + Bk(ts Q: q) = a_zk [Aij(ts q ] Q)‘IJ + Bi(tS q.4 )] = 0 (A39)

where

2.5
0T i (A.3.10b)

B, + 4,20
rs aqri aqu 6q’1 q "

B, =B + 14
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Notice that the B terms possess a dependence also on the A terms, according
to Equations (A.3.10b), whenever the point transformations are nonlinear.
Notice also that the existence of the inverse transformations

toeryer g s rooar aqk ay -
Aift, ¢, §)g’ + Bt 4. ) = PG (At g, )3 + Bt 4, H1 =0 (A3.11)

is ensured by the regularity of the Jacobian (A.3.1b).
The transformation law of the kinematical form of Newton’s equations of
motion is a particular case of that of law (A.3.9), i.e.,”®

aq" o d . ,
—flts 4, @) = q [aq,, 5rsaq,,q fE(t,q,q)]=0, (A.3.12)

where the new implicit functions are given by

aqr azqs
- A3,
f f:[(t q(q) q(q ‘I)) 6 T3 a ri 51‘5 aqu aqfl q q ( 3 13)

As we shall see in Chart A.6, transformation laws (A.3.9) and (A.3.12) will
be particularly useful in identifying the notion of symmetry of Newton’s
equations of motion and forces, respectively.

Our next objective is to identify the behavior of Lagrange’s equations under
points transformations. This is easily accomplished by the scalar rule?®

Lit, g, q) = L@t alg), 4(d’, §) = L'(t, 4, §) (A.3.14)

and the use of Equations (A.3.6), under which we have the following trans-
formation law of Lagrange’s equations under point transformations

déL oL d (6L’ 64”) oL’ dq® oL 8g"

dtadt o4 dr\aq"od)  oq" o 84" oq*
o' [d oL’ oL

28 Notice that Equations (A.3.12) can be written

—flt,q. ) = qk — At alg), 4lg’, a0 + §q.

'13 i

However, this alternate does not indicate the proper transformation of the metric tensor of
configuration space according to the rule

o _ o
0y — gifq) = @ Ors EYZh

This rule, in turn, indicates the existence of a number of geometrical implications of point trans-
formations. some of which will be indicated later in this section.

2% 1t should be anticipated from Chart A.6 that rule (A.3.14) does not hold for noncontem-
poraneous transformations. In this case a Lagrangian transforms as a density rather than as a
scalar, For details, see Definition 2 of Chart A.6.
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As expected, we have the same transformation law as that for Newton’s
equations. The corresponding transformation of variational principles is
consequential.

A few comments are in order. Recall that, for the case of unconstrained
Newtonian systems in a three-dimensional Euclidean space, laws (A.3.9) or
(A.3.12) read
m i — Fiu(t, v, i) = 0,

g — Fka(ts I, l') = arlca ar't JiYed arst

ar'® [6er ot

(A.3.16a)

o ore g7

Fip = Flt, ('), M, €0) 25 — =75 0310ca 5z ey

I;ruef,’ff’ (A.3-16b)

ki jLst,bu=12,...,N; abcdef=x7y2:2

by therefore providing the transformation law of Newtonian forces under point
transformations. Notice in this respect that, if the original forces F, are con-
servative and the transformations are nonlinear, the transformed forces
F; are quadratically dependent on the velocities, by therefore acquiring the
structure of “non-conservative” forces in the transformed reference frame.
Likewise, nonconservative forces F;, which are quadratically dependent on
the velocities may, in principle, be reduced to forces Fj, of “conservative type”
via nonlinear point transformations,?°

These dynamic effects of point transformations on the structure of the
Newtonian forces are due to the geometry of nonlinear point transformations.
Indeed, starting from a region £ in a (flat) Euclidean space, the image region
#' under nonlinear point transformations belongs to a curved space
(Chart [.A.14). In particular, the transformations considered do not map
straight lines into straight lines. The emergence of velocity-dependent terms
in the transformation of Newtonian forces is then consequential. As we
shall see later in this section, these effects of point transformations on the
structure of Newtonian forces are, in essence, the basis for the effectiveness
of the transformation theory for the Inverse Problem. Indeed, under the
integrability conditions of the Inverse Problem, the theory is capable of
transforming a class of non-self-adjoint forces in the reference frame of their
experimental identification, into structurally different forces which can be
derived from a potential, but in a new reference frame.

The structure of an admissible Lagrangian under point transformations
also deserves a comment. In essence, if one starts with a Lagrangian with the
conventional structure

L = Lpoo®) + Lig(t, 1, B),  (A3.17a)
N

Liee = 3, dmt* ¥, Ly = = U@, 1, 1), (A.3.17b)
k=1

3% Intrigningly, cases exist in which the transformed force r's'identicaliy null (see Example
A.6).
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the transformed Lagrangian according to scalar rule (A.3.14) can be inter-
preted as being of the generalized structure (A.1.19a) in the new reference

frame, i.e,>!
L= Lgnt,l(r’)L}rec(F) + Lgnt. ll(t! l", rl) (A318a)
N
free = 2, g™ - (A.3.18b)
k=1

This occurrence also indicates the capability of the transformation theory of
reducing a generalized Lagrangian into a conventional ome, under the
integrability conditions identified below.

Another aspect which deserves comment is the reinterpretation of the
generalized Lagrange’s equations (15) of Chart 5.7 within the context of the
transformation theory. An inspection of the transformation law of Lagrange’s
equations indicates that such a law actually transforms the conventional
Lagrange’s equations into generalizations of type (15) of Chart 5.7; that is,
those with a regular matrix of factor terms. In particular, such a factor matrix
assumes the meaning of the Jacobian of the transformation. Furthermore,
the generalized variations and action principles of Chart 5.7 and Section
A.2 emerge quite naturally within the context of the transformation theory.

In order to identify the relevance of the transformation theory for the
Inverse Problem, we must now reinspect the preceding analysis from the
viewpoint of variational sclf-adjointness. Our primary objective is to sce
whether a non-self-adjoint system can be transformed into an equivalent
self-adjoint form through point transformations. This task depends on the
definition of a transformed system. In particular, we have the alternative of
applying the conditions of variational self-adjointness to the right-hand side
of transformation law (A.3.9) without and with the Jacobian matrix. The
following property, expressed in the language of Definition 4.4.1, is useful for
the resolution of this alternative.

Lemma A.3.1. Under the assumption that the transformed system is
defined by

Aift, 4 g’ + Bilt, g, ¢) =0, (A.3.19a)

- 04" o N i ST
A, =4.29%9  p_pd g 2 2 gigt (A3.19
1) rs aqu aqu 6q11 aq: aqr_r aq;[ q q ( )

all point transformations of the class admitted here are self-adjoint isotopic.3?

Proor. Under the conditions of the lemma, the original system is self-adjoint and
thus of Lagrangian type. The self-adjointness-preserving character of the point trans-

31 Interpretation (A.3.18) is purely formal and inspired by the simple evidence of lack of
curvature in the Newtonian physical reality. However, when a curved space is admitted, Lagrang-
ian (A.3.18b) is nor admissible for free motion because, in this case, the trajectories are not
geodesic.

32 That is, the self-adjoint isotopic character occurs for all possible functional dependences
of the transformations.
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formations then follows from the fact that, from law (A.3.15), all transformed systems
(A.3.19) are self-adjoint. (0.E.D.)

Lemma A.3.1 describes the variational character of the transformation
law of Lagrange’s equations, which we now rewrite

[ia—ﬁ - 6—1“,‘] {5‘1 [dﬁ - ai} } =0, (A3.20)
dt 8¢ 04" Isa oq" |dt 84" 8q" |sa NSA

Evidently, this law coincides with that of self-adjoint systems under the condi-
tion (here tacitly implemented) of the applicability of the converse of the
Poincaré lemma.

On equivalent grounds, it is possible to prove that, if the original system is
non-self-adjoint and the transformed system is that without the Jacobian of
the transformations, the point transformation do not induce a self-adjoint
structure. Thus the definition of the transformed system according to Equa-
tions (A.3.19) is not effective for the Inverse Lagrangian Problem.

However, when the transformed system is defined to include the Jacobian

matrix,
k

: r ! aq ! Y AN r 7oAy
AF ¢, 3 + B¥ (L ¢, §) = — s (4t 4, §)47 + Bit, 4. 401 (A3.21)

the situation is different. In this case, the Jacobian matrix performs a role
equivalent to that of matrix (h{) of the integrating factors of Section A.1. In
particular, under definition (A.3.21) of the transformed system, point trans-
formations can induce an equivalent self-adjoint form, starting from an
originally given, non-self-adjoint system. This possibility is illustrated by
Equations (A.3.20). Lagrange’s equations in the Lagrangians L and L' are
self-adjoint from Theorem .#.2. Nevertheless, the right-hand side of Equations
(A.3.20) is generally non-self-adjoint.

Thus the characterization of the transformation law of Lagrange’s equa-
tions via the conditions of sclf-adjointness brings into focus the following
remarkable property: the self-adjoint or non-self-adjoint character of a system
is not necessarily preserved in the transition from one reference frame to another,
provided that the transformed system is defined according to rule (4.3.21). No
contradiction arises in Equations (A.3.20) from the self-adjointness of the
left-hand side and the non-self-adjointness of the right-hand side, because
these two members refer to different reference frames, as do the conditions
of self-adjointness. For illustrations, the reader may consult the examples at
the end of this chapter.

Of course, the particular case in which the right-hand side of Equation
(A.3.20) is self-adjoint is not excluded. In this wgy, we reach the following
classification of the variational character of poinf#ansformations:

[4d -+ Blsa = [A¥G" + B¥Isa = 0, (A.3.22a)
[44d" + Bilnsa = [ARE" + BFIsa = O, (A.3.22b)
(4§ + Bilnsa = [45d" + Bf Tnsa = 0, (A.3.22¢)

[Aud' + Bidsa = [AHE" + B Insa = 0. (A.3.22d)
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Thus, in full analogy with Equations (4.4.1), point transformations can be
either self-adjoint or non-self-adjoint, and each of these types can be either
isotopic or genotopic. Notice that, as was the case for the genotopic functions
of Section A.1, if a given point transformation is self-adjoint genotopic for
one system, the same transformation does not necessarily exhibit the same
character for a different system.

The integrability conditions for point transformations to be self-adjoint
are given, again, by the conditions of variational self-adjointness and are
provided in Theorem A.3.1 for the reader’s convenience.

Theorem A.3.13> (Generalization of the Fundamental Analytic Theorem
in Configuration Space with the Inclusion of Point Transformations).
Necessary and sufficient conditions for a holonomic non-conservative
Newtonian system

Akl’(t$ q, q)ql + Bk(ta 4 Q) = 0: k= ]-s 2: YRl (A323)

which is analytic and regular in aregion & of the variables (t, g, §) to admit an
ordered indirect analytic representation in terms of Lagrange’s equations
in a new system of variables (t, q', )

d gl oL .
- - = A*-J I, r, XA i1 B*r , ;: »y A_ .24
dt aqu aql,l; kl( qg.4q )q + k (t q.4 ) ( 3 a)
oqf _ 8q" 08¢ _ . oF
Al = — —— =A== A.3.24b
ki aqk rs aqu aqn ks aq;la ( )
_ _ 2qs o
B = By + A o of §°4", (A.3.24c)

is that the transformed system is defined and self-adjoint in a star-shaped
region R*' of the variables (1, ¢, §'). That is, it verifies conditions (A.1.9) in
&% in which case a Lagrangian is provided by Equations (4.1.10).

Theorem A.3.1 essentially states that, under integrability conditions
(A.1.9), the Jacobian matrix of point transformations can play the role of the
matrix of integrating factors of Theorem A.1.1. In this sense, Theorem A.3.1
is a reformulation of Theorem A.2.1 for the case when the integrating factors
k. depend only on the coordinates. Indeed, when the conditions of Theorem
A.3.1 are verified, a Lagrangian L’ exists in the new coordinates. This implies
the existence of a Lagrangian L in the old coordinates via the inverse of trans-
formation (A.3.15) and thus the verification of the conditions of Theorem
ALl

In conclusion, Theorem A.3.1 as formulated does nof broaden the arcna
of applicability of Theorem A.1.1. Nevertheless, the former theorem often has
a pragmatic value because of the technical difficulties in solving partial

33 Gantilli (1977). This paper treats the corresponding formulation of the theorem within
the context of field theories in Euclidean or Minkowski space.



Indirect Lagrangian Representations via the Use of the Transformation Theory 307

differential equations (A.1.9). In fact, when these conditions have a difficult
solution in one given reference frame, their solution can be attempted in a
different reference frame via point transformations. In particular, one can
attempt the joint use of Theorems A.1.1 and A.3.1, that is, the use of point
transformations and integrating factors according to Equation (A.3.3).>4

Notice that Theorem A.3.1 is formulated for both self-adjointness-inducing
and preserving transformations. Thus it includes the case when the original
system is seif-adjoint. In this case, the theorem provides a relevant alternative
for the possible construction of the isotopic transformations of a Lagrangian
(Section A.2).

It should be stressed that Theorem A.1.1 is broader than Theorem A.3.1. -
This is due trivially to the fact that the integrating factors of the former can
have an arbitrary functional dependence on (¢, ¢, ¢), while the clements of
the Jacobian matrix of the latter can depend at most on (g).

In turn, this situation indicates the restrictive chdracter of point transforma-
tions from the viewpoint of the Inverse Problem and suggests in a rather
natural way the broadening of the transformation theory to noncontem-
poraneous velocity-dependent transformations of type (A.3.3).%5

Chart A1  Analytic Newtonian Systems

In Volume | we introduced the notion of class %™ Newtonian system,
{m=0,1,2,..., ). In particular, the minimal continuity conditions for
the existence of a direct Lagrangian (Hamiltonian) representation emerged
as those of class €2 (%"). In order to formulate and prove the sxistence
theorems for indirect analytic representations (of Lagrangian, Hamiltonian
and Birkhoffian type}, we need continuity and smoothness restrictions
stronger than those of class #=.

We shall say that a Newzonian force F (t, q, 4) is analytic at the paint
Po = (ty. Gg. dg) when it admits the convergent, muitiple, power seties
expansion in the neighborhood?® (P,), of A,

— i
al'f,...,i2n+1(t f0) 1

F(t g, q) = 2
) =1
i=1,2,..., 2n+1
(g = )2 (g7 - gglnsa(G" = i)z - -
* (g7 — g3} zn+1. (n

An unconstrained Newtonian system is cailed analytic when all its forces
are analytic. A constrained holonomic Newtonian system in the funda-
mental form of (.£.9) is called analytic when all the functions A, and B, are

N
3* The joint use of Theorems A.3.I and A.1.1 is not “commuiative.” That is, if a self-adjoint
formis induced via a) the use of a point transformation, and b) a matrix (h) of integrating factors,
the inverse procedure using the same transformation and the same matrix (k) {but now computed
along the old coordinates) does not necessarily produce a self-adjoint system.
3% For a treatment of the transformation of Lagrange’s equations under the contemporaneous
transformations t — (' = t, g* — g™{t, q), see Kilmister (1967, page 129),

38 For a definition of the neighbeorhood of a point, see page .#.16.
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analytic in the sense indicated above. Of course, the sanalyticity or non-
analyticity property of a given Newtonian system does not depend on
whether or not the system is self-adjoint.

For a review of the convergence conditions of power series particularly
suited for practical applications, we refer the reader in particular to
Rektorys (1969, Chapter 15). Notice that series (1) can be absolutely and
uniformly convergent in (P,),. Nevertheless, the nature of the conver-
gence, as well as the |argest possible domain in which it occurs, are not
required by our analysis. This is because the existence theorems for
partiai differential equations we shall use (see Chart A.3) apply to any
type of convergence and are local in character—that is, they hold in the
neighborhood of a given point.

Quite often, we shall assume analyticity in the neighborhood of the
origin, in which case Equation (1) becomes

Ft g q) = 2 a
ip=1

_j=1,2."...,2n+1 (2)

i 172 ... nintt sviav2 snfant
"1-----"'2n+1t1q g g q ’

It is easy to prove that

3 _ 1 ofF
Aeerfagen idigl- iy, 1 (81 (dgt)iz - - - (8G) zns1’
2n+1'
k= ¥ i (3)
=1

Thus analyticity implies continuity of the partial derivatives of all orders
(class ¥%). Nevertheless, the inverse property does not necessarily occur.
In this sense, the analyticity condition is stronger than that of class €.

The sum, product, and the quotient of analytic functions are analytic
(under certain conditions). Also, analytic functions of analytic functions
are analytic. Thus, if a Newtonian system in any second-order form is
anaiytic, its equivalent first-order form (Section 4.1)

==t a), a=(qy), w=12...,2n 4)

constructed via prescriptions for the introduction of » new independent
variables, e.g.,

g% = Z%(t, q. y) (5)

is also analytic at a point P = (f, a), provided that prescriptions {5) are
analytic at P. Equivalently, we shall say that the Newtonian vector field
=" is anafytic at Py = (¢,, a,) when it admits the convergent, multiple
power-series expansion in the neighborhood (P,),

®

=, a) = > ar

i=1
j=1,.., 2n+1

% (a1 — 66)52 v (@2 - a2r)ianta, ()]

{t — t5)

O P

Throughout our analysis we shall only consider analytic vector fields.
The notion of analyticity introduced in this chart is that of real analyticity
(also called Weierstrass analyticity), in the sense that it deals with the
the analyticity of real valued functions of real variables. This is clearly
needed for the case of Newtonian systems. A sell-known treatise on this
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subject is that by Bochner and Martin (1948). For a more recent treat-
ment, the interested reader may consult, for instance, Gunning and Rossi
(1965), Hormander (1966), and Griffits and Harris (1978).

The need for an analytic continuation of the vector fields ZH(t, a) to
complex variables z = ¢ + it and w* = a* + j2’* may originate for a
number of technical aspects of the Inverse Problem, In this case the
notion of complex analyticity (also called holomorphy) is needed, that is,
the existence of an absolutely convergent multiple power series expansion
in the neighborhood of the point considered

w

Bz, w) = .21 a;‘1___',.2n+1(z -z}
Fi=
=12 2041
% (WT _ wg))iz PPN (W2n - Wgnji2n+1. (7)

It is understood that such an analytic extension can be performed in
only some of the variables (say, some of the a's) while leaving the others
real (e.g., time), and that

lim Z#(z, w) = Z*(¢, a) (8)
Imz=0,
Imw=0

The point P = (t, g, §) or P = (t, &) in the neighborhood where the
techniques of the Inverse Problem are applied must be selected with care.
In particular, it must be a regufar point in the sense of the theory of
differential equations (see, for instance, Coddington and Levinson (1955)).
This important restriction will be implemented, often tacitly, throughout
our analysis.

As an indication of the type of undesiderable points for the application
of the Inverse Problem, consider the case of /inear vector fislds in their
holomorphic extension

dw*
(74

A point z, of z is called a singular point when the A functions have a pole
in it. When the Poincaré rank of the singularity is 0 or > 1, z, is called a
singular point of the first or second kind, respectively. When the A’'s have
an isolated singularity at z, the fundamental matrix ®(z) of systems (9)
(that is, the 2n x 2n matrix composed by 2n rows of independent solu-
tions) admits the decomposition

D(z) = S(z)(z — z,)" = S(z)exp M log(z - z,) 10

where S is (single-valued and) heolomorphic at 2z, and M is a constant
matrix. If S has at most a pole at z,, then z, is called a regular singular
point; otherwise it is called an irregular singular point,

All these singular points, as well as their extension to the case of non-
linear equations, together with any other type of singularity (or irregularity)
are excluded from the analysis of this volume.

= A z)w?, (9}

Chart A.2 Analytic Extensions of Lagrangian and Hamiltonian
Functions to Complex Variables

In Chart A1 we introduced the simplest and most conventional notion of
analytic extension to complex variables. In this chart we shall indicate
the existence of a broader notion which is particularly significant from
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the viewpoint of symmetries and conserved quantities. We shall therefore
deal specifically with a Lagrangian, with the understanding that the
results trivially extend to a Hamiltonian (as well as a vector field). The
presentation of this chart is also intended to be elementary; more advanced
treatments will be indicated in the selected references.

Let L{g, ¢} be a Lagrangian of a (non-essentially non-self-adjoint)
Newtonian system in a region £ of the variables (g, ¢), assumed to be all
nonignorable.?7 We introduce the complex extensions

¢ = gk + jg'%, o= gk — jg'k, 2 = gk + gk, 7= g — ig'k,
m

of variables (g, §) in a complex extension C of #.

Definition 1. An extension to complex variables of a Lagrangian
L (g, g} is a function L(z, Z; z, Z) of the variables (1) such that

lim L=t {2)

Imz=0,Im3=0

where the limit holds if and only if, for every ¢ > 0, a d > 0 exists such
that [L({Z) — L(Q)| < ¢ for all values of Z such that [Z — Q] < ¢ and
Z # Q, and where Z and Q represent the sets of variables (z, Z; z, Z} and
{q. §). respectively. '

Natice that the extension [ of L can also be considered a function 6f the
4n real variables (g, ¢; ¢', ¢') in a 4n-dimensional prolongation %' of 2.

Definition 2. A complex-valued function F(z, z; 2, Z) in the complex
variables (z, z; Z, Z) is analytic in a region C of their variables when it is
the sum of an absolutely convergent, multiple power-series expansion

Flz,2:2.2) =F(g.¢. ¢, d")

o0
=X a Bt el
i=1
/=1.2,..4n

x (p% = pgn)ian,  p=(q 649, q) (3)

in the neighborhood of every point of C.

It should be stressed that Definitions 1 and 2 above are broader than
the corresponding ones of the contemporary literature in the field, because
the latter are generally restricted to the dependence on z and z only.

A convenient type of neighborhood for a point is the family of polycircles

Clp.pyiny ={pllpk —pkl < r;rk>0,k=1,2,...,4n}. (4
This definition is preferred to the one on page #.16 because it introduces

a basis of open sets and thus a topology in the space of the local variables.

Definition 3. Let L(g, ¢) be a Lagrangian which is (regular and)
analytic in a region & of the variables (g, ¢). Then an extension [(z, 2; Z 2)
=1I'{g, §; ¢, ¢) of L to complex variables is an analytic extension of L
when it is analytic in the sense of Definition 2.

37 For a definition of ignorable and nonignorable coordinates, see page [.239.
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From the viewpoint of complex variables, the analytic extensions can
be classified as follows.

CLASS I: Extensions analytic in the complex variables (z, 2) only. If all
the conditions

of ol ol ol 1ol ol

—=— ti—]=0, sl t =] =0

oz dgk ag's 0zk 2 \ogk o4’k
k=1,2,...,n, (%)

hold in C, then L is analytic in C, independent of (2, Z) (thatis,L = L(z, 2)),
it admits the conventional decomposition of a complex analytic (i.e.,
helomorphic) function

Lz =L,(qdq. ¢) +il,(qdq. ¢) (6)
and the following rearrangement of the power-series expansion exists:

[' = 1L gafe g1iont L gnfan
e, i, d g7 g q
x g1feet L genfangetizen L gnfen
= Zb ooV gntngtian L sn'a = L(Z, Z) (7)
i eniag

These extensions will be called complex analytic extensions.
CLASS 2. Extensions analytic in the rea! variables (q, 4; @', ¢') onfy. I
all the conditions
oL ol oL
— — — k=1,2,...,
azk % w0 Tt &P g

(8)

hold, then L has an essential functional dependence in all the 4n complex
variables (z, z; Z 2), decomposition (8) does not hold, and instead of
Equation (7), we have the rearrangement

— oo, in '1“n+1 . rrdznel
=Ya, ., q g g )
iqedan
x q'1"2n+1 .. .qfnf'anq',ﬂ"anﬂ N d’nf‘%ﬂ
= Zb, L2V gnfagtienn L gafe
i ian
x Bz ., gpfan grfaner | Zafan = L. (9)

These extensions will be called real analytic extensions. The différence
between a real analytic and a complex extension is meant to stress the
property that the notion of anailyticity in the real and imaginary com-
ponents of the local variables is broader than that of analyticity in the
complex variabies only (holomorphy). Indeed, the former implies the
latter as a particular case, but the converse is generally not true.

CLASS Ill. Extensions of the mixed analytic type. This is the case when
L{z, z; z 2) is real analytic in some variables and complex analytic in
others.

The implications of the analytic extensions introduced in this chart
from the viewpoint of symmetries and conserved quantities are self-
evident. Suppose, for instance, that the original Lagrangian L{g, §) is
invariant under the orthogonai group in n-dimensions, O{n}. Then, the
complex analytic extension £ (z, 2) of L will be invariant under the complex
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analytic extension O(n, C) of O(n), while the real analytic extension
I(z,2;,2 8 =L'{g, q; ¢, ¢) of L will be invariant under the unitary group
in n dimensions, U/(n). The nonequivalence of the real and complex
analytic extensions then follows from the fact that the symmetry groups
O(n, C) and U(n) are nonisomorphic (actually, they have different
dimensionalities and connectivity properties).

The classification of analytic extension to complex variables of this
chart was introduced by Santilli and Roman (1971) for the case of the
vacuum expectation values of the product of field operators, although
the methodology trivially applies to Lagrangians (or Hamiltonians) of
Newtonian systems. For further studies along these lines, see also
Santilli et af. (1972), and Santilli and Ktorides (1973). This latter reference
may be consulted, together with the specialized references quoted therein,
in case the need arises to reinterpret the region of definition of the analytic
extension as an algebraic variety.

Chart A.3 The Cauchy—Kovalevski®€ Theorem

In Section 1.1.1 we outlined the existence theory of ordinary differential
equations. In Section 1.1.2 we then reviewed one of the central methods
for the study of the integrability conditions for partial differential equations,
the calculus of differential forms, and the converse of the Poincaré lemma.
These mathematical tools were sufficient for the studies of the preceding
volume, but they are insufficient for the studies of this volume, owing to
the more direct need of the existence theory of partial differential equations.

For earlier textbooks on this subject, we recommend Goursat (1891)
and Forsyth (1906, Volumes V and VI). For more recent treatments see,
for instance, Bernstein (1950), Garabedian {1968), and Rektoris (1962).
For more advanced approaches see, for instance, Langer (1961), Carroll
(1969), and John (1875).

For the reader's convenience we recall, without proof one of the
central theorems of the existence theory for partial differential equations,
the Cauchy—Kovalevski Theorem, according to the presentation by
Goursat (foc. ¢it., page 2); (see also Rektoris foc. ¢it., page 862).

Theorem 1. Suppose that the system of n first-order partial differential

equationsinn unknown functionsu*, k = 1,2,. .., n, andinmindependent
variables ¥, i=1,2,....,m.mZn
Qu't ou't our dun
S, . T T T e =0
k(r 4 or! orm o br'")
k=1,2,...,n (n
subject to the n initial conditions
uk(0, r2, ..., rm) = 52, ..., 1) (2)
admits, in the neighborhood P, of the pomt P={, ..., rm), the equiva-
lent form
ou* nom du
57 - X LA o5 + Y BHW + CO). (3)
or i=1j=2 i=1

38 |n western [iterature, the name of Madame Kowvalevski is often presented in
different versions, such as Kovalewski or Kowalewski.
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called the Cauchy—Kovalevski form. Suppose also that functions A, B, C,
and h are real analytic at P. Then a unique solution u', ..., u" of the
initial value problem (1) and (2) exists which is real analytic at P.

The above theorem is frequently used in the text {e.g., Theorems
A.1.1 and 4.5.1, although in the simpler version without initial conditions.
Once a system of partial differential equations is assigned and the study of
the consistency is necessary, a pragmatic way of using Theorem 1 is the
following: a) select a regular point (Chart A.1); b) see whether the system
admits an equivalent Cauchy—Kovalevski form; and, in case of affirmative
answer, ¢} see whether the A- B- and C-functions are analytic. When
these conditions are met, the system is consistent; that is, it admit a
solution. From Theorem 1 we also learn that the number of arbitrary
functions of such solution is equal to the order of the system and that these
arbitrary functions involve one less independent variable than the number
appearing in the system (for the case with initial conditions}.

A few remarks are in order here. The proofs of Theorem 1 most com-
menly presented in the literature are those based on convergent, multiple
power-series expansions in the sense of Chart A.1. This is the reason we
restrict the application of Theorem 1 to the case where the condition of
real analyticity is met. We assume that the reader is familiar with the fact
that Theorem 1 does not ensure that the solution is readily computable
in a closed form. .

If the system under consideration involves partial derivatives of an
order higher than first, it can be reduced to a system invelving only
first-order partial derivatives via technigues similar to those used in the
reduction of second-order Newtonian systems to first-order forms {Section
4.1). However, a crucial new aspect must be taken into consideration. The
invertibility of the reduction for the partial differential case does not readily
occur as for the case of ordinary differential equations. In turn, this may
affect the equivalence of the original system with the reduced one. {For
a treatment of this aspect we refer the reader to Garabedian {foc. cit.,
page 11). For the reader’s convenience, we quote the following extension
of the Cauchy—Kovalevski Theorem according to Petrovski (1954).

Theorem 2. Suppose that a system of partial differential equations
can be written in the Cauchy—Kovalevski form

oy, [ LI
— L= F, o, U, L
(@,1);1,- Fl(r ! Uy Yy (e,,n)k, Ce. (orm)km ) (4)

hi=N 2 ke etk =kSn, kg <n, oaZm

under the initial conditions
Oky,

W=q)§(r2,...,r’”), k=12 ...,n -1 (5}

If all the functions F, are analytic in the neighborhood of a point
Gl 1™ 09 ke - ) @nd if all the functions ¢ are analytic in the
neighborhood of the point {(r2, ..., r™), then a unigue analytic solution
Uyo o .- U, exists in the neighborhood of the point (11, .. ., r™).

The theorems presented in this chart (as well as a number of reformula-
tions in the literature) are the result of a fundamental contribution by
Madame Kovalevski of 1875 {certain textbooks, such as Rektorys (19689,
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page 862), refer to the Kovalevski Theorem); the presentation adopted
here is crucially dependent on the Cauchy initial value problem, (hence
the name Cauchy—Kovalevski Theorem). For almost three quarter of a
century, the approach remained the onfy existence theory for partial
differential equations. Nevertheless, the limitation of the theory (originating
from the restriction to analytic functions) more recently stimulated
the study of extensions applicable under less restrictive continuity
conditions. This recent effort, conducted by a number of mathematicians,
has resulted in the contemporary existence theory of partial differential
equations. However, it does not achieve the technical maturity and
completeness of the corresponding theory for ordinary differential equa-
tions and calls for technical aspects beyond the level of presentation
intended for these monographs.

In essence, these are the reasons behind the formulation and proof of
the central theorems of this second volume for analytic systems; the
extension of the theorems to less restrictive continuity conditions is
encouraged.

Chart A.4 Kobussen's Treatment of Darboux’s Theorem of Universal-
ity for One-Dimensional Systems

In Section A1 we proved the universality of the Inverse Lagrangian
Problem for one-dimensional systems. This result was obtained, ap-
parently for the first time, by Darboux (1894, page 53). In this chart we
outline Darboux’s theorem according to the reformulation by Kobussen
(1979) because of its considerable value for our applications.

Darboux studied the Inverse Lagrangian Problem for one-dimensional
systems in the kinematic form possessing an explicit dependence on
velocity. This dependence renders the system non-self-adjoint {Corollary
1.2.2.2a), and we write

¢ - At g d)lyss =0 (1)

Rather than seeking indirect analytic representations (A.1.8), Darboux
tooked for the solution in £ of the one-dimensional, quasilinear, second-
order partial differential equation

0L oL | azL oL

sttt —

ag? 0g Og og ot Og
He proved that such a solution (under the needed smoothness conditions
expressed here in terms of the analyticity of the implicit function) a/ways
exists; that is, it exists for a/f possible implicit functions £.

Darboux’s proof3® was formulated in the mathematical language of his
time4? and is presented in Example A.5 for the general case of explicit
dependence on time. In this chart we present the treatment by Kobussen
{(foc. cit.) formulated, as we shall see, in the current physical language

via the use of constants of motion (or, more technically, first integrals).
Our analysis will be restricted to implicit functions 7 which do not depend

=0. (2)

39 For an alternative treatment of Darboux's thearem in its original formulation,
the interested reader sheuld consult Akhiezer (1962, page 165).

4@ For instance, Darboux used the expression of the solution of the system in the
implicit form characterized by two first integrals.
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explicitly on time. The extension to the case of an explicit time dependence
is left to the interested reader {Prablem A.8).
A general solution of Equation (1) in £ can be written

L = gF(q. q). (3)

By writing x instead of g and y instead of 4, and by denoting the partia!
derivatives of F with respectto gand y as £, and F,, respectively, Equation
{2) with “ansatz"” (3) can be written

~y2F,, — f(x, y)(2F, + yF ) = 0 (4)
which is a first-order, linear, partial differential equation of hyperbolic
typein G = Fy, and can be rewritten

2
yG_ + f(x, y)Gy = - ; f(x, v)G. (5)

A standard method for solving this equations is called the " characteristic
method.”4' Consider the transformation

x—=I{x, v), ¥y = S(x, ¥). {6)
Then
o o] Q
— =1+ 82
ox o/ oS @

o) 0 o

— — 4+ —,
oy rof S" o5
and Equation {5) becomes
. 2
V10, DIG, + S, + Hx 1)S)G, = = fx )G (8)
Assume now that /(x, ¥} is a solution of the characteristic equation
yl, + f(x. y)l, = 0. (9)

Equation (8) becomes a partial differential equation in two variables, and
we have

(vS, + f(x. ¥Y)S)G, = - %f(x, ¥)G. (10}

Characteristic equation (9) does not fix transformation (6). We can there-
fore assume that y is not transformed, i.e.

S(x. ) =V (11
Then S, = 0, §, = 1, and Equation (10) becomes

2
f(x, y) (Gy + ; G) =0, (12)
with the solution

1
G/, y} Y E(/). (13)

41 See, for instance, Rektorys (1969).
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where £(/). is an arbitrary function, One can easily see that, if /(x, v) is a
solution of characteristic equation (9), so is E(/(x, ¥}). Thus, without loss
of generality, we can say

10x, y)

Gl v ==

. (14)
Also, Equation (9) implies
d . . . .
071,1’(61,97)=:’t,t1'+l’dr‘=![,q'+f¢.,,t7=0- (15)

Thus /{g, ¢} is a first integral of the equations of motion. The desired
solution of Equation (2) is then given by

oo (4 g y)
L = d . 16
(g.4) = ¢ L Y=z (16)

In this way, according to Kobussen’s method, the solution of the
fnverse Problem for one-dimensional systems is turned into the knowledge
of one first integral. Indeed, the construction &f a Lagrangian for the
system considered is provided by Equation (16}, in which the only
unknowvn is a first integral.

Notice that the Lagrangian representations are indirect. The use of
different first integrals then vyields isotopically mapped Lagrangians
(Section A.2). The use of a lower limit of integral (16) greater than zero
vields gauge transformations. The proof of the equivalence of this ap-
proach with that of the main text is left to the interested reader (Problem
A.1). The follewing differentiation between these two methods is relevant,
particularly for quantum mechanical considerations. Recall that the system
considered is non-self-adjaint by assumption. Thus it is nonconservative.
The methed outlined in this chart essentially yields Lagrangians without
an explicit dependence on time for the representation of autonomous,
nonconservative systems. The method of Section A.1 provides, in general, a
Lagrangian with an explicit time dependence for the representation of the
same systemns. All these different Lagrangians are equivalent (Lagrangian
isotopy). As such, they can all be useful in c/assical mechanics. The situa-
tion in quantum mechanics appears to be different. Here the problems are
{at least) twofold: first is the problem of quantizing one analytic representa-
tion so that it complies with the correspondence principle; then there is
the problem of gquantizing isotopically related Lagrangians (or, more
precisely, Hamiltonians, when the quantization is done via the Hamilton—
Jacoby equation). When the problem is seen from this profile, it appears
that Lagrangians and Hamiltonians with explicit time dependences for
the representation of autonomous non-conservative systems are preferable
for a first quantization to those without such explicit dependence. Indeed,
the former imply a breaking of the canonical realization of the symmetry
under translations in time which becomes directly representative of the
non-conservative nature of the system, In turn, this sets the proper
methodological context for quantization, in order to avoid a quantum
mechanical treatment which is formally conservative and, as such, would
violate the correspondence principle. However, additional reasons exist
for preferring an explicit time dependence in the analytic representation,
expressed by the need to reach a covering quantum mechanical descrip-
tion—that is, one which identically recovers conventional conservative
quantum mechanical settings at the limit of null non-conservative forces,
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Lagrangians without and with an explicit time dependence behave
differently under this limit. For instance, for the case of the damped
oscillator, ;

2
(F+ 97 + 02 yep = 0, (m=1,w2 —%>0,rf>0), a7

we have two isotopically mapped Lagrangians (Example 1.3.2)

L(t, r /) = e"(LF? — Tw2r?), {18a)
f— f +
L5, 7) = 2i —yr tg“( 2f + yr )
2r /w2 — y2/4 2r/w? — y2/4

- 3In(2 + pF + w2r?), (18b)

Lagrangian L does indeed recover trivially that of the conservative linear
oscillator under the value FNSA = —yf = 0, thatis, undery = 0. However, the
isotopic image L * does not.42 In any case, the problem of the quantization
of Lagrangian L* appears to be substantially more complex than that of
Lagrangian L. As a result, Lagrangians L and L* both have significance on
classical analytic grounds. However, for quantum mechanics, the Lag-
rangian L appears preferable to its isotopic image L*. Also, the non-con-
servative character of system (17) is transparently exhibited by Lagrangian
L. while the technical characterization of this physical property via the
isotopically mapped Lagrangian L* is not that trivial. In fact, in the latter
case, we have a Lagrangian which is invariant under translations in time;
nevertheless, the total energy is not conserved by assumption {see Charts
4.10-4.12).

Chart A.5 Vanderbauwhede's Functional Approach to the Inverse
Problem

As indicated in Volume 1 {Introduction and Charts 1.3.16 and 1.3.17), the
branch of Functional Analysis dealing with nonlinear operators on
Banach spaces provides a rigorous mathematical ground for the study of the
Inverse Problem. Such a functional approach constitutes a valuable
alternative to the variational approach adopted for the main lines of these.
volumes. Even though the explicit forms of the integrability conditions
for the existence of a Lagrangian identified by these two approaches
coincide, the functional approach allows the rigorous mathematical
treatment of aspects which are not naturally focused upon by the varia-
tional approach. On the other hand, the variational approach enjoys a
pragmatic effectiveness which is not possessed by the abstract stracture

42 For FNSA = (, L* becomes an /sofope of the conventional Lagrangian for the
harmonic oscillater. The peint is that the quantization of the isotopic images is
unknown at this time for the conservative case. Also, the transition from a Lagrangian
to one of its isotopes is expressed, at the quantum mechanical level, by a non-
unitary transformation. As is well-known, conventional quantum mechanical faws
(those for conservative systems) are not preserved by non-unitary transformations
{see Santilli (1979b) for a detailed analysis). This confirms the non-trivial character
of the problem considered here.
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of nonlinear operators on Banach spaces. The reader with a serious interest
in the Inverse Problem is urged to study it from ali relevant aspects,
including the functional.

The functional approach to the Inverse Problem was initiated by
Vainberg {1964) as part of what is, by now, a fundamental contribution
to the theory of non-linear operators. However, it took, a number of years
for these studies to propagate in mathematical and physical circles. As
mentioned in the Preface, this was partly due to the fact that Vainberg's
approach was so abstract that it remained inaccessible to many applied
mathematicians and engineers (Atherton and Homsy, 1975). This
situation was remedied by Tonti who, in a series of contributions (1968,
1969a and b, 1982) brought the methodology to a level suitable for a
broader audience. Additional contributions were made by a number of
authors, such as Atherton and Homsy (foc. cit) and Magri (1976).
More recently, Vanderbauwhede (1978) reinspected the problem from a
number of yet open aspects, including the methods for explicit computa-
tion of a Lagrangian. This chart consists of a review of Vanderbauwhede's
analysis.

Let X, ¥, ... denote (real) Banach spaces and X*, Y* ... their dual,
with canonical pairing {x* x>, {y* ¥>. ..., xe X, x* e X*, etc. Let
£ X — Y be a map between two Banach spaces induced by a nonlinear
operator. The Gateaux differential (Chart 1.3.16) of £ at the paint x € X in
the direction A € X will be denoted with DF(x; /), while the symbol DF(x)
is reserved for a Gateaux derivative for which the map # — DF(x; h) is
continuous and linear from X to Y. In this latter case we shall write

" DF(x; h) = DF(x) - h. The Gateaux differential of a functional fix): X—R
will be written as an element DFf{x), of X*, and we shall use the notation
Df(x) - h = {Df(x), h>.

Consider a map F: X — X*, and let X, be a closed subspace of X. F is
called a potential operator with respect to Xy, if a functional /2 X — R
exists such that i) Df{x) exists for all x € X and i} {DFf(x), hy = (F(x), b>
for all x € X and all h € X, < X. Thus the nation of potential operator is
the equivalent (in the language of the functional approach to the Inverse
Problem) of the notion of a self-adjoint system of ordinary differential
equations (in the language of the variational approach to the same prob-
lem), as we shall discuss more fully later,

Let X = C27({t,, t,]. ™) be a Banach space referring to a given
compact time interval with n and m given non-negative indices, and
introduce the following notations:

g={g,0}, i=1,2...,m g9 =Z;‘z, a=0.1, ...,
G={q. ¢ ....q"m}  §={gon, ..., gi2m}, ()
g=A{gq. g, ..., gzm}, g = {glan+n), ., qlan),

g=1{g.9gM, ..., gin-1} G=1{gm, . .., gizm},

The Inverse Problem for systems of ordinary differential equations of
arbitrary (finite) order can be defined, within the context of the functional
approach, as follows. Let f be a class ¥* functional

f="fq) = Jtzdt L), geX (2)
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Its Gateau derivative at g € X, in the direction of a function
@exoz{qEX|q(a)(ts)=0’S=1'21a=1’_‘_rn_1} (3)

gives rise to the (Euler- ) Lagrange equations, since we have
oL
DF(q), o> E f 1 ( ) t 4
DF(q), > . Z( ) o B (£@) ;o (D). (4)
Consider now an element

FeC=(it, t,] x R2n+tm Ry, (f, ) — F(£.§) e R™  (5)
and the associated operator
T X = CO([1,, £,], R™), F(q) (1} = F(t. g(1))- (6)

Then, 7 (g) can be identified with an element of X*, via the introduction of
the following canonical paiting between X and C¢([t,, 1,1, R™)

f2
(Fig). ¢>= dt T (q) (t}p, (2). (7)
3]
The functional approach to the existence theory of the Inverse Problem
consists of finding necessary and sufficient conditions on F such that &
considered as operator from X to X*, is potential with respect to X*, i.e.,

DF(q), 9> = <{F(q). 07, Vo e X, (8)
and so that (D# (g), @) is of form (4) for some
Le®™([t, t,] x Ra+tm R). €))]

This latter condition emphasizes that L does notdepend on g™, & = + 1,
n + 2, .... This is the generalization to higher orders of the condition
that second-arder differential equations, Equations (#.3), are represented
via fist-order Lagrangians, Equations (#.18). Incidentally, this condition
was not met by Vainberg's original formulation.

Theorem 1. Let Fe%=([t,. t,] x R2+1m, Rm) and define 7 via
Equations (6). Then the followmg statements are equivalent:

1. & is potential with respect to X,

2. (DT(q) 9y =<DT{q) @, ¥). Yo,y eX,. geX;  (10)
3. the following conditions

20 d* [ OF, _. _ OF
YeG [ — m(e (a,ﬂ(, 2.9 =g 6D (D)

are indentically verified for all t € [t,, t,], § e RZ7+Vm g e R2am,
a=0,1,....2mik=1,...,m

This theorem clearly shows that the functional and variational appreaches
to the lnverse Problem produce exactly the same integrability conditions,
Equations (%1), as first pointed out in Chart [.3.17. Indeed, for second-
order equations, conditions (11) coincide with conditions (.#.12) (see
Section 1.2.2 for details}. The higher order case can be proved by simply
extending to higher order systems the variational approach to self-
adjointness of Section 1.2.1. Notice the simplicity of the variational
techniques, compared to the abstract language of the functional approach.
The latter approach is preferred on the grounds of formal mathematical
rigor.
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The problem of the explicit cohstruction of a Lagrangian, under condi-
- tions (10) or (11), can be studied by searching for the action functional

= j ot L(t, 3(0)) (12)
i

such that

(DF(q). o> =T {q), > {13)

notforall @ e X,,, but instead for ¢ satisfying the more restrictive boundary
conditions,

eNt) =0; §=1,2; «=01,...,27 1 (14)

(from the g-dependence of L). Unfortunately, this implies that & is
insufficient to characterize a potential operator & with respect to Xy The
proof of the following property calls for a considerable amount of further
study which, for brevity's sake, is not reported here (see Vanderbauwhede,
foc. cit.).

Theorem 2. Under the hypotheses of Theorem 1, if any of the state-
ments of that theorem is equivalent o Equation (4), then a functional de-
pending only on G exists

Le@=([t, t,] x R+ im R) {15)
such that
n d* oL
Fg) =Y (-1 t, 16
wea= 5oz 50 ) D (16)
for all k=1, 2, ..., m te[t, t,)], e R2*+\m Such a Lagrangian

_ functional is explrc.rtly given by
Lt §) = j Folt, ) g, 0t
Q

d‘ 2Zn-1 2n—1-¢ 1 1 .
#ls 5 [ wagroea wpapan),
0 8]

=n

(17
where

2T L A8 [ OF,
Ag B = Z (1)t g (—oq;“m)' (18)

Note that, for the case n = 1 {corresponding to second-order differ-
ential equations), Equations (17) coincide with the formula proposed by
Engels (1978):

1
Lt g @) = ¢*| on (e 7.7, 79)
0

d 1 1
g f f dr dv' 1A, L, g, U G)g (19)
dt 0 [+]

(see Equation (.#.13)). Thus Theorem 2 of this chart provides a natural
generalization to the case of arbitrary order of the methods presented
in these volumes for computation of Lagrangians.
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The interested researcher may wish to note that studies on the functional
approach to the Inverse Problem are far from over. What appears to be
well established is a mere existence theory in functional language. Yet, as
stressed in the Preface, physical systems generally vio/ate such an existence
theory. Thus additional studies are essential before the functional approach
is of true value in direct, practical applications. We are referring here
to the methods studied in this chapter for turning a non-self-adjoint
system into an equivalent self-adjoint form, as well as the reformulation
in the language of functional analysis of the proof of the universality of the
Inversa Problem studied in the Chapters 4, 5, 6. Additional problems, not
vet studied in the functional context, are associated with the degrees of
freedom of the Lagrangian representations, particularly with the isotopic
transformations.

Chart A.6 Symmetries

Undoubtedly, the studies of symmetries of physical systems constitutes
one of the most physically significant, mathematically instructive, and
aesthetically appealing topics in physics. Symmetries often represent
physical laws and, as such, are at the foundations of the relativities of
mechanics. Mathematically symmetries permit the computation of first
integrals which are important for the possible solution of equations of
motion via quadratures. Aesthetically, our efforts to represent physical
reality are often guided by simple beauty. In short, symmetries are im-
portant for the reduction of physical systems to primitive group theoretic/
algebraic notions,

Owing to these (and other) features, many studies have been devoted
to the topic43, particularly to Noether's celebrated thecrem (reviewed in
Chart A.9). These studies, however, have been restricted mainly to systems
admitting conventional Lagrangian (and Hamiltonian) representations.

The Inverse Problem is clearly useful in the study of symmetries. In fact,
knowledge of a Lagrangian for given equations of motion permits the use
of Noether's theorem and other technigques which would otherwise be
precluded. The Inverse Lagrangian Problem is therefore a prerequisite for
the practical applicability of Noether's theorem. At a deeper level, the
Inverse Problem permits an en/argement of the formulation of symmetries
and first integrals, as the attentive reader already has been able to ascertain
by inspecting the isotopic transformations of a Lagrangian {Section A.2).

In this and the remaining charts of this chapter we shall present the
rudiments of the problem of symmetries, first integrals, and conservation
laws for all Newtonian systems verifying the integrability conditions for
the existence of an indirect Lagrangian representation (Theorem A.1.1),
whether conservative or not. We shall attempt to clarify a number of
misconceptions lingering in the current literature, which become apparent
when the application of Noether's theorem is enlarged from conservative
systems to all possible systems admiiting a Lagrangian. For this purpose,
we shall attempt as much as possible to separate the mathematical aspect
of the theory from its physical interpretation. A prior minimal knowledge
of the topic is assumed.

43 The number of references in the field is large enough to discourage even a
partial outline. :
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Definition 1. Newton's equations of motion for an (unconstrained,
regular, and analytic) system in Euclidean space

mf, — F (t.r, #) =0, k=1,23 (M
is said to possess a symmetry under point transformations
t=>t =1t r—=r =r(r), (2)

when the equations are form-invariant under these transformations; that
is, the equations of motion preserve their form under the transformations
considered, up to the Jacobian of the transformation. By recailing trans-
formation law {A.3.16) we shall then write

art
mi, = F(t, T, ) = O:“' [mf; = Fi(t. ¥, #)] =0, (3a)
or orm
9;= 5 8, 37 = 8, (3b)
o 6 d azr
d : '; By — f - Hmpin
F,(t r, ) F( r(r), t(r. 1)) JI orlm arn rer

= F,.(t, v, ). (3c)

More generally, a quasilinear, second-order system of ordinary differential
equations (say, Newtonian systems with holonomic constraints)

At g )¢ + B (t g q) =0 k=1,2,....n (4)
is said to possess a symmetry under the point transformations
t>t' =1t q—q = q'(q) (5)

when the system preserves its form under the transformations up to the
Jacobian. By recalling transformation law (A.3.9), we write

e

8]
At 0, DG + Bt 0, ) = o T A, )+ Bt @ )] =0,

(6a)
Cip oy = 947 9a°
At g, ) _WFA (¢t alg?. g(q’. ¢'))
= Aij(tr q.q) (6b)
N il N it
B;(t' q. q) = 6‘; B,—(t' Q(q ), 0(0- q ))r
r ans .
+ An(t —as dTE

st q(q), a(q" q)) 5g7 997 g7 94

= Bt 7. ). (6c)

An equivalent definition holds for transformations more general than
{2) and (5) although the transformation laws are predictably more
involved, 44

44 See Chapter 6.
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Definition 1 illustrates the difference between transformation laws
{A.3.16) or (A.3.9) and symmetry laws (3) or {6). Both transformations
are equivalence transformations (in the sense of Section A.1). Neverthe-
less, symmetries comptise only a subset of the equivalence transformations
because of the condition of form-invariance of the system. Notice that
Definition 1 is purely mathematical in that it deals with a property which
is independent of the possible physical nature of the system considered
and its transformations.

Definition 2. A Lagrangian L{¢, g, ¢} is said to possess a symmetry
under the transformations

1 =11, g—>q =4q(q). {7)
when the new Lagrangian constructed according to the rule
Lt g qydt =L, ¢, §)dr {(8)

preserves its ariginal functional dépendence up to the possible addition of
terms with null Lagrange’s equations, i.e.,

o s r T d ' r .
L’(t',q’.q)=L(t.q.q)+E:G(t.q), (9a)
d 8G a6
r T 0. (9b)

Motice that we have enlarged the class of transformations by including
time (although in a way independent from that of the generalized co-
ordinates). This has been done to recall that a Lagrangian, in general,
does rot transform according to a scalar rule L{t, g, §) = L'(t, g, ¢"}, but
rather according to density rule (8). This condition ensures the equivalence
of the action principles in the new and old coordinates.

Under the integrability conditions of Theorem A.1.1 {or A.3.1), Defini-
tions 1 and 2 are equivalent. In fact, by assuming for simplicity ' = £,
symmetry law (6) implies law (9) and vice versa; i.e.,

d oL oL . .
— - — At ¢ §)§ + B, (L g
G5 oqF Wt g @) + B {t.q. )
_ dg7 (d oL . ﬁl_')
T ogk \dtagi  og’
aqri L ’ 2 oy r g o
= 3q* (ALt ¢, §)g" + Bi(t. ¢, )]
_dgifd oL dLY -
T 3¢k \dtog’ og’
og” Ayt .
=5 At @ 497 B/t ¢, )] (10)
(v}

The “gauge " degree of freadom in law (9) is clearly a consequence of the
fact that all functions G(t', ¢’') have null Lagrange’s derivatives according
to Equations (A.2.1b). :
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Definition 3. Symmestries of Newton's equations of motion, or of Lag-
range’s equations, can be classified as follows:

1. manifest symmetries, which can be identified by simple means
{usually a visual inspection) and generally have a simple functional
dependence of the new variables in the old {e.g., of linear type);

2. non-manifest symmetries, which demand special mathematical

techniques for their identification and generaily possess a compiex

functional dependence (e.g., of the noniinear type);

discrete symmetries, when the transformations are discrete (e.qg.,

space and time inversion);

connected symmetries, when the transformations can be con-

tinuously connected to the identity {e.g., rotations);

finite symmetries, when the transformations are finite;

infinitesiral symmetries, when the transformations are infinitesimal

(of the first-order);

contemporaneous (noncontemporanecus) syrmmetries, when the

transformations do not {do) include that of time (t = ¢ + 1);

without (with) gauge, when the function G(¢, ¢') of law (9) is

identically null {non-null};

pure space, pure time, and mixed space—time symmetries, which

are characterized by transformations involving space coordinates

only, time only, and mixed space and time variables.

N o A @

© ®

As a simple example, the conventional two-body Lagrangian
' k
[ry —ryl

possesses the following symmetries: a) a symmetry under rotations
v, = Ar,, ReS0(3), i =1, 2, which is manifest, connected, contemn-
poraneous, finite, without gauge, and of pure space character; b) a
symmetry under time inversion ¢ = —t, which is manifest, discrete, non-
contemporaneous, and of pure time character; and ¢) a symmetry under
Galilei boosts r; = r, + vt (Chart 1LA.1} which is manifest, connected,
contemporaneous, with gauge, and of mixed space—time character.
Additional examples of symmetries will be provided later, jointly with
the important concepts of “exact symmetry " and " broken symmetry.”

= 2 r
L=2L{mi2+m,i3) +

(11)

Chart A.7 Lie's Construction of Symmetries of Given Equations of
Motion

Clearly, manifest symmetries are the simplest possible symmetties pos-
sessed by physical systems. These symmetries generally do not permit
the identification of the first integrals needed for solution by quadrature,
which creates the problem of finding a method for the general construction
of symmetries of given equations of motion without any restriction on the
type of symmetries {(as well as equations) admitted.

~ To my best knowledge, this problem was identified, studied, and solved
by Lie (1891). Regrettably, Lie's method was subsequently ignored to a
considerable extent, apart from rare exceptions (such as the treatment
by Ince (1926)). Only recently has a systematic study of Lie's method been
initiated by C. J. Eliezer and associates {for a review and a complete list of
these latter studies see Eliezer (1979)). In the following, | shall review
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Lie’'s method along Eliezer's presentation and then implement it via the
techniques of the Inverse Lagrangian Problem in order to render it applicable
to Noether's theorem.

As we shall review in the charts of Chapter 5, a one-parameter connected
Lie group of finite transformations of the generalized coordinates and
time can be written in the exponential form

t = e, g'c = g**gk, N

where ¢ is the group parameter and X is the so-called generator. When X
does not depend explicitly on the velocities, it can be written in the vector-
field form*5

3 d :
Xt q) = p(t. q) at fi*(t, q) e (2)

where g and #*% are functions satisfying certain smoothness conditions
(e.g., being of class ¥™).
The infinitesimal first-order transformations can then be written

t=1t+p(t gl g% =gk + 44 (¢, gl e =0 3)

When these transformations are known (that is, when the functions g and 4
are known), one can construct finite transformations (1) by the techniques
of Lie's theory (" exponentiation” of an infinitesimal transformation to a
finite form) or, more empirically, via the solution of the system of differential
equations
dar dg' dg'?
_ A (4)
plt.q) 7't q) At gy -
Variations in derivatives higher than the flrst can be constructed via the

extended generators

5 o o ‘ d
Xtm ﬁ(0) aq(a)k ﬁﬁ) 0q{1)k Foeoot ﬂfm) ﬁq(”’)‘"' (Sa)
dfk dp
k {0}, , .., gim) = lim=1) _ almik Ly 5b
(m)(t: a~ qim) dt q P (5b)
quk .
by = %, glo, gimik = e {bc})

Lig’s method is essentially based on the following condition for trans-
formations (3) to be symmetric of the given equations of motion in the
kinematic form

X2 [g* = f(t. ¢. §)] =0, (6}

which is a condition on the unknown functions p and #%. Mare specifically,
the implicit functions  are known. Thus the only unknown quantities in
Equation (6) are functions g and #*.

The extension to the case of an r-dimensional symmetry group G,
straightforward. We write the infinitesimal transformations in the form

vt =t+pé, g'k = gk + fike, i=1,2,....r {7)
4% The notation of Section [.1.3 is used here, accerding to which noncon-

temporaneous variations are denoted with the symbols g and f*, while the con-
temporaneous variations {(# = 0) are denoted with #*.
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with the corresponding group form
t = ee;)(r-q’ qu = efifit, (8)

The underlying r generators X,, each with corresponding extensions of
type (5), follow.

Note that condition (6) constitutes a system of partial differential
equations in functions 5 and #. These systems (when consistent) admit
solutions with considerable degrees of functional freedom. As a result, r
functionally different sets of solutions g, and %%, (/ =1, 2, ..., r} vield
an r-dimensional symmetry group G,.

As an explicit example, Lie’s method for the case of the Kepler problem
in the plane (x, y)

'r'+#=0, r = (x,7) ' (9)

permits the identification of the following generators for a three-dimen-
sional symmetry group (Eliezer (foc. cit.))

ot 3] [»]
X.‘ =‘§ X2=Xa—y_ya

v

(10)
X. =1 0 + 2 ( (e} N 6)
s T T3 " oy)
One easily recognizes X, as the generator of transiations in time and X, as
the generator of rotations. Simple elaborations show that X, is the
generator associated to the Runge—Lenz vector. '
We refer the interested reader to the review by Eliezer (Joec. eit) and
quoted papers for numerous additional examples worked out in detail,
As we shall see in Chart A.9, a necessary condition for the applicability
of Noether's theorem is that the equations of motion are in the Lagrangian
form. This situation creates something of a gap between Lie’s method and
its application to the computation of first integrals via Noether's theorem.
In fact, Lie's method was conceived for arbitrary (not necessarily Lag-
rangian) systems of differential equations. It is tempting to speculate that
perhaps this general lack of Lagrangian character is responsible for the
lack of interest in Lie’s method which prevailed until recently.
The Inverse Lagrangian Problem clearly provides the technical means
for establishing a continuity of thought in the transition from Lie's method

to Noether's theorem. This can be achieved by imposing Lie's condition
(6) on an equivalent system in the self-adjoint form (Section A.1)

X(Z){hk,‘(r' q. q) fg" - fi(t, q. d)]NSA}SA
‘ = XAt g )¢ + Bt g §)]sp = O
A = My B, = —h,f (11)

Equivalently, when a Lagrangian has been computed via Equations
(A.1.10), one can impose the symmetry condition

d .\, d
f +—p —G = 1
X (dtp)l'_'i'dtG 0 (12)
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where G is the gauge function from Definition 3 of the preceding chart
(see Chart A.9 for more details).

Notice that, when L is the Lagrangian for the representation of the seli-
adjoint equations of motion in conditions (11), Lie’s methods {11) and
{12) are equivalent. :

Let us stress here that the class of manifest symmetries of Newton's
equations of motion is generally farger than that of one Lagrangian for its
analytic representation. This is clearly due to the fact that, in the transition
from condition (6) to (11), some of the original manifest symmetries can
be lost because of the genotopic functions #,,. As a specific example, the
equation for a particle in one dimension,

(F+ ¥ usa =0 (13)

has two manifest symmetries: those under translations in time and those
under translation in space. Two self-adjoint forms provided by the
Inverse Problem (Example 1.3.1) are given by

(877 + 7 ygalsa = O (14a)
1.
[—. (F+ vr)NSA] =0, (14b)
r sA
with corresponding Lagrangians
L, = eris? (15a)
Ly=7¢In¢—yr {15b)

Clearly, the symmetry under translation in time is not possessed by
Lagrangian L, and the symmetry under translation in space is not pos-
sessed by Lagrangian L.

It should be stressed that this situation is due to the restriction on the
symmetries to be manifest. If this restriction is lifted and arbitrary, generally
nonmanifest symmetries are admitted, the equivalence between the class
of symmetries of the equations of motion and that of a Lagrangian for its
analytic representation can be recovered, as we shall indicate in Chart
A0,

Chart A.8 First Integrals and Conservation Laws

Symmetries are often applied in physics for the characterization of
conservation laws. However, symmetries generally represent first integrals
without any direct physical meaning. This is particularly true when the
restriction to conservative systems is lifted and arbitrary Newtonian systems
are admitted. Te prevent misrepresentations of the problem of symmetries
and conservation laws, it is therefore important to understand the dif-
ference between the mathematics and possible physical interpretation,
beginning with the differentiation between first integrals and conservation
laws,

Definition 1. A function /(2 r, ¥) is a first integral of an (unconstrained)
Newtonian system in Euclidean space,

mi, - F (v, £) =0, (1)
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if it is a constant when computed along the solution of the system, that is

df of of o/

— =t —f+ —F = 0.

g ot ol Tamim 2)
A similar definition applies for a first integral /(z, g, g} of a system in
configuration space

At @ 4§ + B,(t. g,4) = O 3)
in which case we write
al of of of
et —gkt+—F = 4
dt ot ogt ! ogF (42)
&= (|A,,lI-")*B,. (4b)

Clearly, the notion of first integrals is of mathematical character, in the
sense that a quantity /(¢ r, ¥) is, in general, an arbitrary function of local
variables without any necessary ditect physical meaning. This mathematical
character is illustrated further by the following additional properties.

Definition 2. A set of m (<2n) first integrals /,(¢, q. 4) of a system of n
second-order ordinary differential equations are said to be /ndependent
when the rank of the m x 2n matrix,

o/,
( ) a=(q. 4), (5}

da"
i=1,2....m w=12...,2n

is m.
Without proof, we quote the following theorem.

Theorem 1 (Maximal Number of Independent First Integrals). A
system of n second-order ordinary differential equations can admit, at most,
2n independent first integrals in the neighborhood of a point of the focal
variables:

1t g, g) = C, = const,, pu=12...,2n (6)

All possible additional first integrals can always be expressed as function
of the I's in the neighborhood of the point considered.

The knowledge of 2n independent first integrals allows the sofution of the
system by quadratures. Under the condition that the rank of matrix (5) is
27, the Implicit Function Theorem 1.1.1.1 can be applied to Equation (6)
to yield coordinates and velocities as functions of time and the 2n arbitrary
constants, c's,

g% = g*(t, ¢}, gk = g*{t. o). (7)

In this way, the solution of the system is provided by algebraic manipula-
tions of the first integrals.

Needless to say, 2n independent first integrals are not known, in general,
and their identification often turns out to be as difficult as the solution of
the system itself (see, for instance, the historical case of the three-body
classical problem, as presented in Hagihara (1970)). Nevertheless, the
knowledge of as many independent first integrals as possible is important
because they reduce the dimensionality of the systems and thus, the
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difficulties in their solution. For this and related aspects, we refer the
interested reader to the literature in ordinary differential equations,
including Hagihara (foc. cit.).

We move now to a separate problem: whether a given first integral
can be interpreted as a physical quantity, and law (2) or (4) as a physical
conservation law,

Definition 3. A Newtonian system is called conservative when it is
closed-—that is, when it can be considered as isolated from the rest of the
universe. A Newtonian system is called nonconservative when it is open—
that is, when it cannot be isolated from its environment, which is then
considered as external.

The Inverse Lagrangian Problem clearly permits the application of
MNoether's theorem and related techniques to conservative as well as
nonconservative systems.

Definition 4. A quantity /(t, r, F) is a physical quantity (such as
energy, linear momentum, angular momentum, etc.) of an unconstrained
non-self-adjoint Newtonian system,

{[mrk - fk(t, r, i—)]ESA - Fk(tr r, l..)}NSA =0 (8)

when it is a physical quantity of the maximal, essentially self-adjoint
subsystem.

This definition is based on the idea that physical quantities are unique
and do not depend (in their definition) on non-self-adjoint forces. These
forces are merely responsible for the behavior in time of a given physical
quantity. For instance, the physical*® [inear momentum is given by p = mr,
whether or not the forces are potential. Similarly, the physical angufar
momentum is uniquely given by M = r x mi and the possible presence
of nonpotential forces may only affect its time evolution. More insidious
is the case of the physical energy which, according to Defintion 4, is the
{mechanical} energy of the maximal, essentially self-adjoint, subsystem;
that is, the sum of the kinetic energy and the potential energy of all self-
adjoint forces (Theorem #.1 and Corollary .#.1a). The insidious character
is that a Hamiltonian for the entire system (8) may exist and be interpreted
as “energy.” The point is that the notion of potential energy has no
physical foundation for contact forces.

It is clear that the physical energy of system (8) is not conserved. This is
the case for the systems of everyday life, such as spinning tops with drag

46 The term “physical” is introduced here to stress the important differentiation
from " canonical” momentum p_, . = OL/0F (which can be an arbitrary function of
the local variables. e.g., p_,. = are’"). The reader should recall the distinction
between physical and canonical quantities whenever studying non-potential
forces, from both a classical and guantum mechanical viewpoints. In fact, the
differentiation is important to discourage the belief that mathematically consistent
algorithms of the type ArAp > 1# necessarily reprasent an indeterminacy occurring
in nature (which is the case if and only if the operator “ 2" can be proved to represent
the physical linear momentum and a number of other conditions are met; e.g., the
consistency of the associative character of the operator enveloping algebra with
the underlying dynamics). The interested reader may consult Santilli {(1978d) for -
these quantum mechanical aspects.
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torques, trajectory problems in atmosphere, damped oscillators, etc.,
which all admit action-at-a-distance potential forces and contact non-
potential forces according to structure (8).

Inspection of physical reality therefore establishes the existence of
conservation laws and non-conservation laws, depending on the physical
case considered. The former can be first integrals (see below for counter-
examples). The latter are not first integrals. We can therefore introduce the
following definition.

Definition 5. A first integral is a physical conservation law when it
represents directly a physical quantity of the maximal, essentially self-
adjoint subsystem.

A few examples are in order. The Kepler problem in two-dimensions,
Equation (9) of Chart A.7, admits the first integral

H = 1(i2 - r2/|r|3) (9)

which coincides with the total mechanical energy (the system is, in this
case, essentially self-adjoint and conservative). The damped particle in
one dimension, Equation (13) of Chart A.7, admits the first integral (a
Hamiltonian of Example 1.3.1)

H=FIni+yr (10)

which does not coincide with the energy of the system (the system is, in
this case, non-essentially non-self-adjoint and nonconservative). The
maximal, essentially self-adjoint subsystem is that of free motion. Physical
energy is then given by the kinetic energy 7 = 372, which is now non-
conserved.

As a result, Hamiltonians (9) and (10) possess the mathematical
property of being first integrals. However, only Hamiltonian (9) repre-
sents a physical law, while the " conservation” of Hamiltonian (10) has
no direct physical meaning. Additional illustrations for energy as well as
other physical quantities are given throughout our analysis.

We conclude that a first integral does not represent, in general, a con-
servation law, because Newtonian systems are generally non-conservative.

Intriguingly, a conservation faw does not constitute, in general, a first
integral. The Inverse Lagrangian Problem and underlying conditions of
self-adjointness are again important for understanding this property.

The conventional notion of a conservative (closed) system is of a
system of particles moving in vacuum at large mutual distances under
internal action-at-a-distance, potential forces. Strictly speaking, the onfy
example known at this time is given by the (Newtonian) treatment of our
solar system, inclusive of satellite motion but exciuding interior problem
motions. The system is essentially self-adjoint and verifies the known ten
Galilean conservation laws (of the total energy, linear momentum, angular
momentum, and uniform motion of the center of mass). These conserva-
tion laws are indeed represented by first integrals of the equations of
motion. We shall write the equations of motion and the first integrals in
the self-explanatory notation:

[MeFeg = Foa(N1sa =0 k=123  a=12_...,N (l1a)
¢, rE) =0 s=12....10. (11b)

As indicated earlier, no Newtonian system exists which is truly type
{11) besides our solar system (unless very brief periods of time and major



Indirect Lagrangian Representations via the Use of the Transformation Theory 331

approximations are admitted). This indicates that structures (11} are too
simplistic and restrictive to represent physical reality.

A more general class of closed systems has been identified by Santilli
(1978b,c and d), and can be presented as follows. Consider the Earth
isclated from the rest of the universe (by ignoring planetary and other
external interactions). The system is thus closed, that is, it verifies con-
servation laws {11b). Nevertheless, the internal forces are nonpotential,
as established by the systems of our environment. Under these conditions,
the conservation laws are not first integrals but rather subsidiary con-
straints, and we write in the self-explanatory notation

{im e, = Fo(t v B)lg, = F (8 1 B} ysn = O,
k=1,23 a=12...,N (12a)

¢t r,F) =0 s=1,2,...,10 (12b)

In this way we reach the following important definition.

Definition 6. A closed self-adjoint system is one whose ten Galilean
conservation laws are first integrals of the equations of motion or equiva-
lently, one with self-adjoint internail forces. A closed non-seif-adjoint
systerm is one whose ten Galilean conservation laws are subsidiary
constraints to the equations of motion or, equivalently, one with a combina-
tion of self-adjoint and non-self-adjoint internal forces.47

The study of systems with subsidiary constraints is quite . involved
technically and goes beyond the objectives of this text. Noether's theorem
will therefore be studied for unconstrained systems, that is, for either
closed self-adjoint systems or, more generally, for open non-self-adjoint
systems.

Closed non-seif-adjoint systems constitute a rather intriguing class of
physical systems, particularly from the viewpoint of symmaetries, conserva-
tion laws, and relativities. In fact, the systems considered disprove a
number of beliefs lingering in contemporary theoretical physics.

it is generally believed that, when a system of particles verifies a given
relativity, that same relativity applies to each constituent. To be more
specific, when a Newtonian system of particles verifies the Galilean
conservation laws of total quantities, it is generally believed that Galilei's
relativity applies to the dynamic evolution of each constituent and, in
particular, that the equations of motion are Galilei form-invariant. Similarly,
at the relativistic level, it is generally believed thai, when a composite
system of particles on a8 Minkowski space verifies, as a whole, all the
conditions of Einstein’s special relativity, the relativity (and underlying
physical laws) also apply to the characterization of the structure and
dynamic evolution of each constituent.

47 The notions of closed self-adjoint and non-self-adjoint systems were intro-
duced primarily in an attempt to differentiate technically between closed systems
with electromagnetic internal forces {e.g., atoms) and those with strong forces and
other internal forces (e.g., hadrons). The main idea was to generalize the contem-
porary notion of interactions to unrestricted forces, while preserving conventional
total conservation laws. The consistency of the model (e.g.. existence of non-self-
adjoint farces under which model {12) verifies the existence theorem of a solution)
was proved via the existence theory of overdetermined systems. The model was
subsequently studied in its statistical generalization by Tellez—Arenas at al (1979),
and it is currently studied in the yearly Workshops on Lie-Admissible Formulations
(see the proceedings).
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These beliefs are disproved by the considered class of systems in the
following sense. No doubt, systems exist in nature where the whole
systems and their constituents can be effectively treated via the same
relativity. At the Newtonian level, this is clearly the case for our solar
system. At the relativistic level, the possibility is established by the structure
of atoms. An inspection of Equation (11) and Definition 6 shows that this
is the case for all closed self-adjoint systems. In fact, as we shall see better
via Noether's theorem, the ten conservation laws (11b) are a direct
consequence of the symmetry of equations of motion (11a) under the ten-
parameter Galilei group. The transition to relativistic, quantum mechanical,
or quantum field theorerical settings implies increased technical complexity,
although the fundamental physical ideas remain the same.

The important property expressed by Definition 6 is that systems exist
in nature which violate this dual compatibility with the same relativity.
At the Newtonian level, the property is established rather forcefully by
our Earth. When seen by an outside observer, itis a Gafilean system—that is
a composite system whose center of mass dynamic evolution conforms
to Galilei’s relativity, as clearly expressed by the ten Galilean conservation
laws of total quantities. However, when the dynamic evolution of each
constituent is considered, a necessary condition for unrestricted forces,
is that the equations of motion be, in general, not form-invariant under
the Galilei group.48 This is exactly the case of the more general closed
non-self-adjoint systems. By recalling that Einstein's special relativity
recovers Galilei's relativity for v € ¢, thé occurrence is also expected,
for consistency, at the relativistic level, and studies to this effect are in
progress (see Santilli (1982d) and De Sabbata and Gasperini (1282}).

Admittedly, the situation being considered has not been experimentally
establistied yet at the quantum mechanical level. Nevertheless, the problem
of the relativity applicable to a particle under strong interactions is still
open at this time on both experimental and theoretical levels. Thus the
results outlined in this chart establish that strict compliance with Einstein’s
special relativity for a composite particle under long-range interactions
{e.g., a proton in a particle accelerator) does not necessarily imply that the
same relativity is applicable to the characterization of the constituents.4®
In fact, if the constituents of the protons have the same characteristics of
all known strongly interacting particles (a wave packet with a charged
radius on the order of the range of the strong interactions?2.14), then each
constituent moves within the medium constituted by the other particles,

48 The imposition of any symmetry (whether Galilean or not) implies restrictions
on the functional dependence of the forces.

49 For the case of hadrons, we have the following two alternatives. If a hadron is
a closed self-adjoint system, the center of mass dynamics conforms with the
Lorentz transformations, and in addition the constituents are a suitable representation
of the Lorentz group. In this case, we essentially have the same physical ideas and
mathematical formulations as those for the atomic structure, only subjected to
suitable additions (e.g., the addition of unitary internal symmetries). On the contrary,
if a hadron is a closed non-self-adjoint system, the center of mass dynamics still
conforms with the Lorentz tramsformations. However, the constituents would not
be a representation of the Lorentz group but considerably more complex entities
(e.g., two-sided representations of possibie Lie-admissible generalizations of the
Lorentz group). In this latter case, the generalization of the physical ideas and
mathematical formulations in the transition fram atoms to hadrons would perhaps
be comparable to those in the transition from classical mechanics to quantum
mechanics.
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resulting in a structure which is substantially more complex than that of
Equation (12). A few concluding remarks related to the connection of
Definition 6 with the Inverse Problem are now in order.

Definition 7. A closed system is said to be non-seff-adjoint when the
equations of motion of the constituents generally viofate the integrability
conditions for the existence of a direct Lagrangian representation in the
coordinate and time variables of the observer.

The reasons are evident. Imposing system (11a) to verify the conditions
for an indirect Lagrangian representation (Theorem A.1.1) implies a
substantial restriction on the forces, which may be contrary to nature.
Therefore, a closed non-self-adjoint system is truly achieved when the
existence of a Lagrangian representation is prohibited and thus the
applicability of Hamilftonian mechanics in the coordinate and time
variables of the observer is also prohibited.®° Only when the researcher
technically realizes these conditions can he see the dichotomy of rela-
tivities under consideration; that is, he can realize the applicability of
conventional relativity for the dynamic evolution of a system as a whole
(exterior problem) and the need of generalized formulations for the
dynamic evolution of its constituents (interior problem).

The implications of these results are intriguing. For instance, a theory
of the interior problem of gravitation is expected to permit a consistent
description of simple interior motions (such as a satellite in the Earth's
atmosphere) when the theory is not locally Lorentzian$? in character and
cannot be derived from a conventional (say, Riemannian} action principle.

In Chapter 6 we again study closed non-self-adjoint systems, this time
in their equivaient first-order form. We will work out their Birkhoffian
representation, symmetries, and conservation laws, and touch on the
problem of the applicable relativity in more detail. ’

Chart A.9 Noether's Construction of First Integrals from Given
Symmetries

In Charts A.6—A.8 we reviewed the notions of symmetries and first integrals
in ways as disjoint as possible. In this chart we shall review the construc-
tion of first integrals from the given symmetries of a Lagrangian system,
according to Noether’s theorem. The topic is also called Direct Nosther's

50 As we indicate in Chart 6.1, the Birkhoffian generalization of Hamiltonian
mechanics is applicable to the treatment of the system as a whole (exterior problem},
while the Lie-admissible generalization of the Birkhoffian mechanics is applicable to
each constituent {interior problem).

51 One implication of the local Lorentz character of any gravitational thecry
for the interior problem is the locally exact character of the symmetry under the
group of rotations, and this appears to be in irreconciliable disagreement with the
local nonconservation of the angular momentum in interior motions (e.g.. for a
satellite in Earth’s atmosphere). This can be expressed equivalently via the property
that closed self-adjoint systems are based on the stability of the orbit (e.g., for
planetary motions or atomic constituents), while closed non-self-adjoint systems
are based on the instability of the orbits of the constituents, as apparently necessary
under contact interactions
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Problem to distinguish it from the Inverse Noether's Problem, which is the
problem of constructing possible symmetries from known first integrals
of a given Lagrangian. This latter tapic is still open (and controversial),
and we will not consider it at this time.

Consider a connected52 r-dimensional Lie group,%2 G,, of infinitesimal
transformations of the first order

. ) of
=t +8tEt+p6; p=—| . (1a)
! foad, o
o . og'*
g’k = gk + g~ gef gk + gkl Ak = :i , {1b)
e .o
k=1,2....m i=12,...,n &=0

According to Definition 3 of Chart A.6, a Lagrangian L(2, g, 4) possesses
a symmetry under transformations (1) if a gauge function 3G(t, g') exists
such that

L{t. g, g)dt = L'(t. q'. §')dt

¢

= [L(t + 8t g+ 8q g+ 8g) + %36(:’, q‘)']dt’, 2)
6 ¥ G,¢.

By using a Taylor expansion and rearranging the terms, expressions of
type (12) of Chart A.7 can be reached.

Lemma 1. A necessary and sufficient condition for a Lagrangian
L(2, g, §) to possess a symmetry under transformations (1) is that the
following condition is identically verified:

- d . d .
+ L — + — =
SL+ L (3) + =36 =0, (3a)
ol oL oL . d d
5 = — + —_ kK + — oGk — R~ —.
L ot 5t gk 5q Dk %4 dr’  dt (3b)

A symmetry of a Lagrangian implies the following property of the
action functional

t2 t2 ta d .
deLit q.q) - [ o L(t.q.9) = [Fae oo @

1 1 1 dt

The left-hand side is the first-order noncontemporaneous variation of the
action, Equation (1.1.3.39), i.e.,

2 fd oL oL 2 d
3A=—j dt——-——--5f<+j g
’ (dmdk aqk) g ) dt —J. (5)

oL oL Cdef N
J=F— fk — 3K - A, g = J. f = + 3
[dd"" #! (bd" G L)p,}a & 8q = dq + gbt, (5b)

52 We exclude here discrete transformations (e.g., time and space inversions)
because they cannot be incorporated in the context of Noether's theorem. Also,
throughout this book the term " connected * always refers to the identity and not to
possible additional, internal connectivity properties of a global group.

53 The rudiments of Lie's theory are oytlined in the charts at the end of Chapter 5.
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where J is the first-order end-point contribution. In view of the indepen-
dence of the parameters of G, a necessary condition for Equation (4) is
that the coefficients of the parameters are equal. In this way we reach
the following property.

Theorem 1 (First Noether's Theorem®4). /f a Lagrangian L(t. q. @)
possesses a symmetry under an r-parameter connected Lie group G, of
infinitesimal transformations of the first order, then r distinct lmear
combinations of Lagrange’s derivatives exist along an admissible path55
which are exact differentials, i.e.,

L, (gt =:7tl,., i=12....r (6a)
L=d,+ G, =1t q. d). (6b)
d ol oL
= - - 6
L,(9) ( o )@ (6c)

and which, when computed along an actual or possible path E,. char-
acterize r distinct first integrals, i.e.,

d
E
dtl‘( o)

1l
=

(7)

The following comments are in order.

1. Theorem 1 clearly demands prior knowledge of a Lagrangizn. The
Inverse Lagrangian Problem is therefore a prerequisite for its practical
applicability. On formal grounds, the reader should keep in mind that, if
Theorem A.1.1 is not applicable, the Theorem of indirect Universality of
the Hamiltonian of Chapter 6 holds and establishes a form of " universality
for the applicability of Noether's thearem to " all” Newtonian systems of
the class admitted (regular and analytic). On practical grounds, the study of
additional methods for constructing first integrals is advantageous,
particuiarly when the computation of a Lagrangian is difficult, if not
practically impossible.

2. Theorem 1 also demands the prior knowledge of a symmetry. This is
clearly an additional limitation which confirms the advisability of studying
alternative approaches for canstructing first integrals. Lie’s method has
been reviewed in Chart A.7 and presented as one of the most effective
methods available for the prior identification of symmetries, Again, on
formal grounds, the method is expected to give all possible symmetries,
but the practical situation may be different because of the known technical
difficulties in solving the underlying quasilinear partial differential equa-
tions. Also, it is not known at this time, even formally, whether or not Lie's
method can produce all symmetries needed for the solution of a system by
quadratures.,

54 Noether (1918). The theorem is called “first” because of additional theorems
proved by Noether in the same paper,

58 According to the definition of Section 1.1.3, an " admissible path” is an
arbitrary path (not necessary a solution of the system) possessing the same continuity
property of the solution. A "possible path” is a solution of the systerm without
initial conditions and thus depends on arbitrary constants. The “*actual path” is the
solution of the system subject to all needed initial conditions.
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3. As originally formulated by Emmy Noether, Theorem 1 deals with a
strictly mathematical property, the construction of first integrals. The
problem of whether or not first integrals represent physical conservation
laws demands the explicit computation of the equations of motion, and
the resolution of whether or not the first integrals are directly representative
of physical quantities of the maximal, essentially self-adjoint subsystem
(Chart A.8).

4. Theorem 1 is applicable to all Lagrangians of the class admitted,
including generalized Lagrangians of type (A.1.19). Thus the theorem
applies in general for non-conservative systems, without excluding its
conventional appficability to conservative systems as particular cases.
This confirms the expectation that first integrals originating from Theorem 1
do not represent, in general, physical laws.

5. The quantities I, verify Fquations (7) by virtue of the equations of
motion, as necessary for first integrals. In fact, we can write

d
ZIEY = L (Enf = 0. @)

6. The r first integrals which can be constructed from an r-dimensional
Lie symmetry via Theorem 1 are not necessarily independent among
themsefves. This property can easily be proved by considering a free
particle in Euclidean space. The Lagrangian L = Imi#? is invariant (at least)
under the ten-parameter Galilei group. Thecrem 1 then yields ten different
first integrals. These quantities, however, cannot all be independent
among themselves because the maximal number of independent first
integrals admitted by the system is six. A study of this situation is instruc-
tive {Problem A.9}.

7. Theorem 1 can be formulated in terms of contemporaneous trans-
formations enly. In fact, only the quantities

w8 - 6, @

enter into the formulation of Noether’'s identity (6a). We have chosen the
formulation presented above mainly for pedagogical reasons. In fact, the
symmetries of a Lagrangian are generally noncontemporaneous, particu-
larly when originating from the use of Lie's method. Also, transformations
involving time are particularly important in physics for a number of
relativity aspects, and a formulation of Noether's theorem for generally
nencontemporaneous symmetries appears advisable.

Celebrated examples of Noether's theorem are provided via the con-
nected components of Galifef's transformations. By returning to the use of
Cartesian coordinates in a two-dimensional (for simplicity) Euclidean
space, connected Galilei's transformations in their {first-order) infinitesimal
form can be written

t=>t =1+ dt,, P—ri=r+80,Rir + tov, + dr)y
. o -1 . o
(R} = (1 0), i i=1,2 (10)

where 8t,,, dr,, évi,, and 38, are infinitesimal constants: For the case of
translations in time,

t—>t =t+68t, - {11)
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the necessary and sufficient conditions (3} for the existence of symmetry
become

oL
— =0 12
o (12)
and first integral {(6b) becomes the Hamiltonian
oL
-/ = Sﬁﬁ — L = const. (13)
For translations in the ¥ coordinate {7 fixed),
F—=ri=r+3dr, (14)
condition (3} becomes
oL
— =0, 15
o (15)

and first integral (6b) is given by the Ath component of the generalized
momentum:

/= g—j = const. (16}
For the case of rotations
PFsri=¢+ 6BuRjrf i=1,2, 7N
condition (3) becomes
R;(g}l'; r+ %r‘f) =0. (18)
Assuming for simplicity a conventional structure for the Lagrangian,
L =1mi2 ~ V(r), (19)
the term
A %r‘f"= Rimi it (20)

is identically null {because of the antisymmetry of A/ and the symmetry of
f.#). Condition (3) then reduces to

oL o
Ri=r = =RiAiF, = 0, (21)

that is, to the condition that the total torque is null. Integral (6b) then
becomes the angular momentum

ol
=R 3 ¥=r'p, —rip, = const (22)
For the case of Galilei's boosts,
F=ri=r+ v, (23)

condition (3) becomes

f oL oL d
v, (r > 6{_,_) £06 =0 (24)
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For a free particle, the condition becomes
d
midv, - F) + ECSG =0, 6G = —mév, ' r, (25)

and first integrals (6b) are given by
I = mr — pt = const. (26)

The reader should keep in mind that these examples are mainly illustra-
tive. For unrestricted Newtonian systems, conditions (15), (16), {21),
and (24) are generally violated. Even when some of them are verified,
the corresponding first integrals do not necessarily represent a physical
quantity, as we shall see in Chart A.11.

Chart A,10 Isotopic Transfdrmations, Symmetries, and First Integrals

As indicated in the text of this appendix, whenever the integrability
conditions of Theorem A.1.1 are verified, a large variety of functionally
different, yet equivalent, Lagrangians exists. They can be constructed
via any of the following means and their combinations:

a)} gauge transformations {Section A.2);
b) isotopic transformations {Section A.2}; and
¢} transformation theory of the local variables (Section A.3).

The degrees of freedom of a Lagrangian are clearly important for the
identification of as many symmetries and first integrals as possible. In
fact, symmetries which are not manifest for one given Lagrangian may be
turned into manifest symmetries for an equivalent Lagrangian.

An example is provided by Lagrangians (15) of Chart A.7 for the particle
with damping. In this case two independent first integrals are needed for
the solution by quadratures. Suppaose that these first integrals have to be
identified via manifest symmetries and Noether's theorem. Knowledge of
only the first Lagrangian, L, = (exp y)4f? is insufficient for this task,
because its only manifest symmetry is that under space transkation. The
problem can be solved by including the second Lagrangian, L, = 7 In 7 — yr,
which is manifestly invariant under translations in time, thus yielding the
needed second first integral.

in this chart we outline the studies by Santilli {(1978c¢ and 1979a) on the
enlargement of the problem of symmetries and first integrals through the
inclusion of isotopic transformations of a Lagrangian within a fixed
system of local variables. The corresponding study of additional gauge
transformations and transformations of local variables is left to the
interested reader.

Consider rule {(A.2.7) for the isotopically mapped Lagrangians, i.e.,

L3(q) = M LA(q), (1)
and let (A7) be the inverse of the matrix (A%) of isotopic functions,
The following property results:

d ) )
E’ =L (q)dgc = L(q)h, h;ykog/ = L X(q)d, 9%
d.gk = hy1kdql. ) (2)



Indirect Lagrangian Representations via the Use of the Transformation Theory 339

From the validity of first integrals by virtue of the equations of motion,
we can state the following lemma.

Lemma 1. Functions I.(i, q. §), which are first integrals for one given
Lagrangian L(t, q. ), remain first integrals for all possible isotopically
mapped Lagrangians L¥(t, q, 4).

The considerable alteration of the structure of the Lagrangian under
isotopic transformations on the cne hand, and the preservation of the
first integrals on the other hand suggest the possibility that the same first
integral may be derived from fundamentally different symmetries. To
investigate this possibility, Santilli (foc. eit.) introduced the following
definition.

Definition 1. Two Lie symmetry groups, G, and G, of (infinitesimal
or finite) transformations of the same dimension r are called isotopically
related symmetry groups when they constitute symmetries of two iso-
topically related Lagrangians, L(t, q, ¢) and L*(t, q. §). respectively,
which lead to the same (ordered) set of fitst integrals via Noether's
theorem.

To illustrate this, let us consider the linear harmonic oscillator in three
dimensions. The Lagrangian

L = 3[(mx? + my? + mz?) — (kx? + ky? + kz2)] (3)

possesses a symmetry under the group of rotations G, = $O(3) which
leads, via Noether's theorem, to the conservation of the physical angular
momentum. One of the simplest possible isotopic images of £ is given by

L* = 1[(mx2 — my? + m22) - (kx2 — ky? + kz?)]. (4)

This new Lagrangian is no longer invariant under G,. Yet, the angular
momentum conservation persists for L* Woe then expect the existence
of a new symmetry, G%, which leads to the conservation of the angular
momentum via Noether's theorem. A study of the problem reveals that
the symmetry G?% exists and is given by the Lorentz group in {2 +1)
dimensiens, $O(2.1). This is the manifest symmetry of L* which replaces
S0(3) for the characterization of the angular momentum conservation.
Thus 8SO(3) and SO(2.1) are isotopically related symmetry groups with
respect to the harmonic oscillator. The algebraic structure of the group
isotopy is indicated in Chart 4.2 and turns out to be induced by a structural
change in the Lie product.

As indicated earlier, the Inverse Noether's Problem (construction of
symmetries from first integrals} is still quite controversial. The situation
for isotopically mapped symmetries is different, however, because an
original symmetry G, leading to first integrals /, is assumed to exist. The
Inverse Noether's Problem is, in this case, restricted to the identification
of the symmetry G* leading to /,. The integrability conditions for the
existence of G* result in being always verified under the existence of the
otiginal symmetry G, .

Theorem 1 {Existence Theorem for Isotopicaily Mapped, First-Order
Symmetries). Suppose that an (analytic andregular) Lagrangian L(t, q. §)
admits an r-dimensional symmetry G, of infinitesimal transformations of
the first order with related first integrals I, i =1, 2, ..., r. Then, an iso-
topically mapped Lagrangian L*(t, q, §) always admits a symmetry G¥ of
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infinitesimal transformations also of the first order in the same parameters
leading to the same first integrals.

This theorem is formulated specifically for the first-order case. The
study of its extension to finite transformations is left to the interested
reader. It is sufficient for our analysis to know that finite, isotopically
mapped symmetry groups exist (this is the case for the symmetries SO(3)
and SO(2.1) of the harmonic oscillator).

A simple inspection of the examples of isotopically related symmetries
establishes the following property.

Lemma 2. Two isotopically related symmetry groups are not necessarily
isomorphic. In particular, the isotopic transformations do not necessarily
preserve the Abelian or non-Abelian, compact or noncompact, and semi-
simple or non-semi-simple character of the original symmetry.

This property is sufficient to indicate that the isotopic transformations
of a Lagrangian have a rather profound impact on symmatries, as expected.
In fact, starting from Lagrangian (3) with the non-Abelian, compact, and
semi-simple symmetry group SO(3), its isotopic image can, in principle,
be an arbitrary three-dimensional Lie group, including the Abelian case
(S0(2.1) is still non-Abelian and semi-simple but not compact; yet it is
only one possibiiity).

Intriguingly, these changes in the structure of the symmetries have
their origin in the integrability conditions for the existence of a Lagrangian.
In this way we begin to see some of the implications of the Inverse
Problem beyond those for the computation of a Lagtangian.

A

Chart A.11  Lack of a Unique Relationship between Space—Time
Symmetries and Physical Laws

The existing literature sometimes explicitly states or implicitly assurmes
that conventional physical iaws, such as the conservation of energy,
linear momentum, and angular momentum {and charge), are uniquely
characterized by known space—time symmetries, such as, translations in
time, translations in space, and rotations (and field-theoretical gauge
symmetries), respectively. This belief has been disproved by the Inverse
Lagrangian Problem.

The best way to illustrate the situation is by explicit examples from
Santilli (1978b and 197%a). The examples may also suggest caution in
attributing physical meaning to a given space—time symmetry. The physical
quantities considered are those defined in Chart A.8 and should not be
confused with canonical guantities.

Occurrence 1. When the total physical energy of a system is con-
served, a Lagrangian (for its analytic representation) may violate the
symmetry under translations in time. The total physical energy of the
harmonic oscillator

(F+r, =0 m=A1, k=1 (1)
is conserved. Nevertheless, this system admits a Lagrangian (Example A.1)
L=1%Rcost+ Lr2sint — r¥cost (2}

which is explicitly dependent on time and, as such, violates the sym-
metry under translations in time.
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Occurrence 2. When the total physical energy of a system is not
conserved, a Lagrangian may be invariant under transfations in time. The
linearly damped oscillator

(F+ 9 nsa = 0 (3)
is nonconservative. Thus its total energy decays in time, according to
experimental evidence. Nevertheless, the system admits the Lagrangian

L=Flnf—yr (4)

which does not possess an explicit time dependence and is therefore
manifestly invariant under translations in time.

Occurrence 3. When the total physical linear momentum fs conserved,
a Lagrangian may violate the invariance under translations in space. The
total linear momentum of the system

X— 9+ 2x
( T ) =0, (5)
X+ ¥ Jusa
is conserved, as manifestly expressed by the second equation. Nevertheless,

the system admits the Lagrangian
L=3x2+ 2y + 4y% = x2 (6)

which violates the symmetry under translations in space (trivially, because
it does not depend on the difference of the coordinates alone).

Occurrence 4. When the total physical linear momentum is not
conserved, a Lagrangian may be invariant under transiations in space. The
physical linear momentum of the damped particle is manifestly not
conserved. Nevertheless, the system admits the Lagrangian

L = grtlf? (7)
which is independent of coordinate r and, as such, is manifestly invariant
under translations in space.

Occurrence 5. When the total physical angular momentum is con-
served, a lLagrangian may violate the symmetry under rotations. The
physical angular momentum of the three-dimensional harmonic oscillator

(m?t +£&r)g, =0 (8)
is conserved. Nevertheless, the system admits the Lagrangian
L=1m(x2 - y2 +2) — k(x2 — y2 + z2) (9
r=(xy2

which is manifestly noninvariant under rotations.

Occurrence 6. When the total physical angufar momentum is not
conserved, a Lagrangian may be invariant under rotations. Consider the
motion of a particle in two dimensions in a dissipative medium (a liquid
or a gas) by ignoring action-at-a-distance (conservative) forces:

A
[(") +g(2"’.‘2 o 2"’?2)] —0, r=(p. (10
Y /sa Syy? + xxy = ByR2) |ysa

Owing to the nenlinear dependence of the forces in the velocity, the system
is in highly nonconservative motion. In particular, the physical angular
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momentum M r ¥ mi is nonconserved (as the reader is invited to
verify). Nevertﬁeless the system admits the Lagrangian (Example A.3)

L= exp (g (x2 + yZ))g(ﬂz + y2) (11)
which is manifestly invariant under rotations.

Occurrence 7. The symmetry of a Lagrangian under Galilei's trans-
formations does not necessarily imply the validity of the conventional
conservation laws of total physical quantities (energy, linear momenturn,
etc.). This is a consequence of Occurrences 2, 4, and 6. The illustration of
the additional case of the lack of uniform motion of the center of mass, but
invariance of a Lagrangian under Galilei's boosts, is left to the interested
reader. The implications of the occurrence from a relativity viewpoint is
self-evident. In fact, the mere existence of the symmetry under Gaiilei's
group is not sufficient to establish the validity of Galilei's relativity as
customarily intended in the physical literature, that is, as representative of
physical laws. In turn, this illustrates a number of aspects presented in
these volumes, such as the need of a return ' ad originem.” We are referring
here to the assumption of Newton’s equations of motion and their possible
conservation laws as the physical foundations of the theory, and then the
use of their Lagrangian representations, symmetries, and Noether's
theorem as mathematucal treatments. If the opposite approach is followed
(assumption of symmetries and Lagrangian representations as funda-
mental), the physical content is not ensured. Indeed, all conventional
space—time symmetries of examples 2, 4, and 6 produce first integrals
via Noether's theorem. The point is that these first integrals have no
physical meaning as conservation laws.

The examples above establish the foillowing properties: (1} when
conventional space—time symmetries hold, the conventionally expected
physical laws do not necessarily hold; and (I} when conventional
physical laws hold, the conventionally expected space—time symmetries
do not necessarily exist. The use of the techniques of the Inverse Lagrangian
Problem establishes that the lack of any unique relationship between
space—time symmetries and physical laws is even deeper. In fact, we have
the following property from Santilli (/oc. cit.).

Theorem 1 (Lack of Unique Space, Time, and Space-Time Character
of a Symmetry). The conservation law of a physical quantity cannot
necessarily be derived from a symmetry of unique space, time, or space—
time character.

This property is best illustrated by a specific example. Consider the
harmonic oscillator (1). The conservation of the energy is often believed
to be derivable only via symmetry of pure time character i.e., time transla-
tion (Definition 3 of Chart A.6), This belief is erroneous. Consider La-
grangian {2). Even though the symmetry under time translations is broken,
an isotopic symmetry exists from Theorem 1 of Chart A.11, leading to the
conservation of energy. Explicit calculations show that the symmetry is
characterized by the following transformations (see Example A.7)

H* + p*glu
5*2‘ = L—*G,
= 0L*/dq, H* = p*g — L*, ga=¢gcost+ gsint

5*q=—gs+qé*t, (12)
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in which we see a combination of translations in space and time to produce
the conservation of energy. The interested reader should work out the
isotopic image of the symmetries under translations in space and rotations
of the preceding examples. He will see again the lack of unique space
character for the characterization of the conservation of linear momentum
and angular momentum. The lack of uniqueness of the field theoretical
gauge symmetry for the conservation of the charge has been pointed out
by Santilli (foc. cit.), together with the identification of the field theoretical
extensions of the properties above,58

5¢ Consider a charged scalar particle in interaction with an externaf electro-
magnetic field. The equations are given by

01 (L1 + m3)e eA A% + 2iA,¢"
_|te i =0, {a)
1 o/ \({O0+m2)p eA AP — 2iA, @] |usa)sa
@ = dpfOx, «=01223
and the conserved, physical, charge current is
J* = ie{Fo* — §Hp) + 2eA"Fg. (b)
This conservation law is customarily presented as one which can be derived from
the invariance of the conventional Lagrangian
&L = (] + ieA,) (@™ — ieA*) — m2py (c)
under the (Abelian, in this simple case) gauge transformations
P> =g, . F>F = eep. (d)

To illustrate the fack of uniqueness of the gauge symmetry for the characterization
of the charge conservation, Santilli (1978b and 197%a) constructed the following
isotopically mapped Lagrangian

L = Jeend [FHG] — (m? — e24,A%)] + Je~2omd [ging) — (m2 — 24, AN)].

(e)

The physical charge current {b) is still conserved for #*. Nevertheless, the symmetry
under gauge transformations is now manifestly broken. The lack of unigueness of the
gauge symmetry is of even deeper natute in that it extends to the internal character
of the transformations (lack of participation of the Minkowski coordinates). In
fact, the isotopic image of the gauge symmetry was constructed and can be given by
the transformations

. 2eA*p
X M= x4+ SX“, qu = g:oqj g
Do (F) = () (oo (TSR N
7 b7 @ @y —iew exp(—2iex, A%}

One can see that the conservation law of an internal quantity such as the charge can
he derived via a symmetry which is of mixed space—time and internal character.
Notice that these results extend to the minimal coupling rules. In fact, Lagrangian
(&) represents electromagnetic interactions with a manifest breaking of the minimal
coupling rufe. Incidentally, the appearance of an explicit dependence of Lagrangian
(e} in the Minkowski space-time coordinates fully conforms to physical laws.
In fact, the electromagnetic field is external for system (a), which is therefore open
and exhibits a rate of variation in time of the epergy—momentum tensor. This
space-time non-conservation law is fully reflected in the explicit dependence of
£* in the Minkowski coordinates. Therefore, the invariance of the conventional
Lagrangian % under space-time translations is physically illusory. The nature of the
symmetry breaking is identified in Chart 4,12,
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In semmary, Theorem 1 establishes that not only is the symmetry
capable of representing a given physical law via Noether's theorem not
unique, but the lack of uniqueness actually extends 1o the physical
structure of the symmetry, whether of space, time, or space—time character.

Chart A12 Classification of the Breakings of Space-Time Sym-
metries in Newtonian Mechanics

In the preceding charts we introduced the mathematical notion of
symmetry through the form-invariance of the equations of motion or one
of its Lagrangian representations. We then identified the methods for
constructing first integrals from a known symmetry of a given system.
Finally, we identified a possible physical meaning of the theory—that of
representing physical conservation laws. Our primary emphasis was for
conventional space—time symmetries, such as symmetries under transla-
tions in time, space, rotations, etc.

An unprejudiced inspection of cur Newtonian reality reveals, quite
firmly, that the breaking of conventional space—time symmetries is the rule
and their preservation is the exception. In fact, unless the symmetries
are “broken” in one way or another, we would have oscillators oscillating
forever, spinning tops spinning forever, and satellites orbiting forever,

Tn the transition from these open nonconservative systems to their
closed form, including their environment, total conservation laws are
recovered. Yet the space—time symmetries remain generally broken, as
established by the closed non-self-adjoint systems through the property
that total conservation laws are not first integrals of the equations of
motion {Chart A.8).

It follows that the study of ““broken symmetries’ at large and that of
“Dbroken space—time symmetries” in particular are of fundamental
relevance, mathematically and physically. Some of the problems inherent
in this study are (A) classification of the mechanisms of breaking a given
symmetry; (B) study of the time rate of variation of given physical
quantities, as a generalization of the particular case of conservation; and
(C) search for generalized symmetries which (a) hold when the conven-
tional symmetries are broken, (b) are representative of the rate of variation
of physical quantities, and (c) when conventional conservations are
recovered, recover the conventional ones.

The study of these (and related) problems was initiated by Santilli
{1978c and e) in an attempt to generalize Galilei's relativity for application
to Newtonian systems with unrestricted forces and dynamic conditions.
The study has been continued in the Workshops on Lie-Admissible
Formulations (see the proceedings of 1979 and 1981).

in this chart we review the studies related to Problem (A) only, that is,
the classification of all possible ways in which a given symmetry can be
broken, as presented in Santilli {foc. cit.; see also 1978b and 197%a).

Definition 1. A symmetry of a Lagrangian is said to be physically
exact, or simply exact, not only when the Lagrangian is form-invariant ac-
cording to the mathematical definition of Chart A.6, but also when the first
integrals characterized by Noether's theorem are directly representative of
physical conservation laws. The same symmetry under the same conditions
is said to be physically broken, or broken, when either the original form-
invariance of the Lagrangian or the original conservation laws or both are
no lenger valid.
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The primary emphasis of the definition is on the historical motivation
for the introduction of symmetries in physics—their representation of
physical faws. Mathematical aspects are considered too, of course, but
only subordinated to this physical objective. Notice that, according to the
definition, a given space—time symmetry is broken when it is mathematically
exact but the conventional physical conservation laws are lost. Also, the
same symmetry is broken when the form-invariance is lost but the
conventional physical conservation laws are preserved. Explicit illustrations
of these intriguing occurrences follow.

I. /Jsotopic breaking. Consider a conservative Newtonian system in
Euclidean space which possesses an exact space—time symmetry (ES) G,
a {physical) conservation law /(¢, r, ¥); and a Lagrangian L(r, £), i.e.

G: [m¥F-f(NIE =0 (1a)
. 6‘Lint

Lf= Lfree + Lint' Lfree = %mrz' f= ?r (1 b)

|:/=°’+°’ _+efi50r (1e)

atar e m

as is the case, say, for a Coulomb system in vacuum, where G is given by
the symmetry under translations in time and / is the total energy.

The “weakest possible” (yet instructive) breaking is that for which
the original symmetry is broken {88} in such a way to leave the conserva-
tion law unchanged. This type of breaking is related to the rule of Lagrang-
ian isotopy (Equations (A.2.7)) and occurs when the isotopic functions
are not invariant under the criginal symmetry G. We shall then write

[LE(R1ER = {h(t v, PYIL)]ERISR- (2)

The breaking is called of “isotopic type,” in the sense of Chart A.10, to
stress the fact that n0 actual change of the physical system takes place
(that is, the forces are the same), and the only variations occur in its
mathematical tfreatment.s7

The breaking is instructive particularly for relativity profiles (Problem
A.10). In fact, Galilei’s group G (3.1) is now lost as the symmetry group of
conventional physical laws and is replaced by a different, generally non-
isomorphic (Chart 4.10) symmetry group G* (3.1). This can easily be
illustrated by considering a sufficiently complex isotopy of the Lagrangian
for the free particle, and it shows that, even when Galilei's relativity is
verified, its contemporary formulation is not unigue.

Il. Seff-adjoint breaking. Suppose that system (1) enters a dissipative
medium (say, our atmosphere) by acquiring new forces F (f, r, f). The
originally conserved quantity (say, the energy) is now nc longer constant
in time, but acquires a {non-null) time rate of variation. This is a necessary
consequence of the presence of contact-type forces created by the
medium, and we can write the nonconservation faw

g 9l o F o F s
3 or | at m ot m )

57 A Newtonian example is provided by the time-dependent Lagrangian of the
harmaonic oscillator, Equation {2} of Chart A.11, One can see that the Lagrangian
acquires an explicit time dependence, without affecting the conservation of the
energy, hecause the isotopic function is explicitly dependent on time.
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The loss of the original first integral is sufficient to establish the breaking of
the original symmetry in the physical sense of Definition 1.

The method for the classical breaking of a symmetry, which is used
rather generally in contemporary literature, is given by the addition of a
symmetry-breaking potential in the Lagrangian (or Hamiltonian), i.e.

LB o OLES
ES BS = fES 4 /8BS int _ |nt. 4
LES > | L L3, F= ac & or (4)

When reinspected within the context of the conditions of variational
self-adjointness, this breaking is called "“self-adjoint type” because it
implies the addition of self-adjoint forces to equations (1), and we write

{lm¥ - £(N1§3 - F(t, r. 1)}8F = 0. (%)

However, Newtonian forces are generally not derivable from a potential,
particularly when they are of contact type. Conventional symmetry breaking
(4) is therefore one of the simplest possible mechanisms of symmetry
breaking, and additicnal, more realistic mechanisms exist.

. Semicanonical breaking. The simplest nonpotential forces verify
the integrability conditions of Theorem A.1.1 (non-essentially non-self-
adjoint forces). In this case, mechanism (5) is generalized into the form

i [imi, - 1) — & =0 (6)

The underlying Lagrangian is no longer of conventional type, but rather of
generalized type (Section A.2)

L= Lo (0 DL o(B) + Lo (87, B). )

Often, the forces responsible for the time rate of variation (3) are still
form-invariant under the symmetry G, and the same situation occurs for
the genotopic functions /A,. Under these circumstances, generalized
Lagrangian (7) is still mvanant under G. Yet, the original phy5|ca| meanmg
of the symmetry is lost. This type of breaking is called “"semicanonical ”
in the sense that the canonical formalism of the symmetry can still be
introduced. Yet, it loses the meaning of representing a physical law,

Clearly, semicanonical breakings are still restrictive. Nevertheless, they
occur in a number of cases frequently considered in the literature, particu-
larly when the symmetry breaking forces are approximated by linear
velocity forces.

As an example, suppose that system (1) is a free particle, symmetry G
is under space translation, the conservation law is one of linear momentum,
{ = m¥, and nonconservative extension (6) is given by

{erim[(m)E + WIES, 58 = O, L = e"imimi2, (8)

In this case we have a semicanonical breaking of the space translation
symmetry because L is still invariant under the original symmetry, while
linear momentum m is no longer conserved.58

]NSA

free

58 A field theoretical example of semicanonical breaking of the symmetry under
space-time translations is given by the conventional Lagrangian for the charged
scalar field under an external electromagnetic field, Equation (c) of footnote G6.
The Lagrangian is indeed invariant under space-time translations, but this symmetry
is not representative of the conservation of the energy—-momentum tensor because
the system is open. Notice that we call this type of breaking "semicanonical”
rather than " self-adjoint” because the Lagrangian is of the simplest possible— yet
generalized—type, with &, | being represented by a permutation, as expressed in
Equation (a) of footnote 56. For mare details on this point see Santilli (1977b).
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An additional example is provided by the physical spinning top (the
spinning top with drag torques responsible for the decay in time of the
angular momentum). The drag torques are usually assumed tc depend on
angular velocity alone, therefore preserving the original symmetry under
rotations. Nevertheless, the angular momentum is no longer conserved.
This yields a semicanonical breaking of the symmetry under the group of
rotations SO(3) (see Example A.3).

1V. Canonical breaking. This class consists of systems whose non-
potential forces still permit an indirect Lagrangian representation vet
are no longer form-invariant under the original symmetry. We write

(AL, = )5~ FARIE = O ®

This class of breaking is called “canonical” in the sense that the
canonical formalism can still be introduced (because of the existence of a
Hamiltonian). However, the canonical formalism of the symmetty G
is now inapplicable. The increase in the complexity of the forces therefore
ensures the loss not only of the original conservation law but also of the
original space—time symmetry.59

This type of symmetry breaking is more realistic than the preceding ones
{although still restrictive). In fact, an inspection of system (8) clearly
indicates that a more realistic treatment of the contact forces calls for an
explicit dependence on space (e.g., because of variations in the density of
the medium)

{hit, r. A[{mMF)ES + y(r)F]B5,085 = 0 (10)

which implies a canonical breaking of the space translation symmetry,8°

Similarly, a deeper inspection indicates that drag torques of spinning
tops may depend on the angle of rotation. If the torques verify Theorem
A.1.1, we have a canonical breaking of the symmetry under the group
S0(3), in the sense that tops can stil! be treated via the canonical formalism
(e.g., via the Hamilton—Jacobi equations). Nevertheless, the formalism
breaks down at the specifical level of the SO{3) symmaetry.

V. Essentially non-self-adjoint breaking. This is the most general
mechanism of breaking conventional space—time symmetries which can be
identified via the technigues of the Inverse Problem. In this case the forces
not only break the original symmetry but actually violate the integrability

59 Field theoretical examples of the canonical breaking of the symmetry under
the Lorentz group are given by generalized Lagrangian models of the type

& =m2(’02 + fP;';(P:“ + ((p‘:[,p:u)z +oree,

Despite superficial impressions that terms of the type (¢} ¢™)2 are invariant under
the Lorentz group, the symmetry is broken because the fields themselves, that is,
the solutions of the field equations, do not transform covariantly under the Lorentz
group. Notice that the breaking in this case is canonical and not semicanonical.
Notice also that models of this type are expected as field-theoretical images of
systems {.£3)}, namely, as field theoretical extensions of the contact effects of
mutual wave penetration, with underlying nonlocal interactions approximated by
power-serigs expansions of type (£4) (see footnotes 12 and 14).

8¢ The breaking is canonical because a Lagrangian {and, therefore, a Hamiltonian)
exists by virtue of Corollary A.1.1a.
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conditions of Theorem A.1.1.67 In the language of Definition 4.4.1, we
therefore write

{lm? = £(r)]g3 - F(t r. F)}&sa = O- (11)

The methodological implications of this type of breakings are rather
deep. Not only is the canonical formalism of the original symmetry
broken, but in actuality, the entire canonical formalism is inapplicable
in the focal variables of the experimenter, as established by the lack of
existence of a Hamiltonian. This implies, in particular, the impossibility of
introducing a Lie algebra via the brackets of the time evolution in the local
variables of the cbserver.

In this case the breaking of conventional space-time symmetries in
general and Galilei's relativity in particular are brought to the level of
inapplicability of the mathematical foundations, that is, Lie's theory. This
becomes readily understandable and acceptable if one recognizes that
contact forces in mechanics (whether discrete or continuous, classical or
quantum mechanical, etc.) are not only of nonpotential type, but actually
of nonlocal type.

This is a further indicaticn that the problem of the relativity applicable
in Mewtonian mechanics (no relativistic, gravitational, and quantum
mechanical extensions!) is still fundamentally open at this time. %2

EXAMPLES

Example A.1

All the following Lagrangians and Hamiltonians

L =144 - ¢, (1a)

L¥ =1acost +4q¢° sint — g*°gcost, (1b)
«_ 4 g .2 2

L = Zaarctana — In(g* + ¢, (lc)

¥ =2 4 arctan w — In(¢®> + ¢%), ¢ = const,, (1d)

q q- — 4gc
H =107 + ¢ (19
H¥ = 2 In|q sec 1gqp*], (17)

81 Examples of essentially self-adjoint breakings of the Lorentz symmetry in
field theory are given by equations of the type

(00 + m2)o + gio™* + (pj@*)2 + - =0,

for which the integrability conditions for the existence of an indirect Lagrangian
representation (Santilli (1977a,b,¢)) are inconsistent. In this case, the field equations
are not form-invariant under the Lorentz group (because the solutions are not
compatible with the representations of the group), and, in addition, the canonical
formalism is not directly applicable.

62 This problem is studied in Section 6.3 (see also footnote 19 of the same
section).
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1
H* = 21In|g sec(z gpt — arctan E) ‘, (1g)
q
H¥ = g(tan ¢) sec £|(e” cot 11)°°5* — In(e® cot 1£)°F — 1], (1h)
1 v
P =6—17,p* =E,p* = aL? P =6—Lf‘
aq o4 g ag

represent the one-dimensional harmonic oscillator
i+g=0 m=1  w*=1, 2

that is, they all characterize the same implicit function f = —g. Thus the analytic
equations in all functions (1) admit the same solution; any particular function of
expressions (1) is admissibie for the analytic representation of the system; and the
selection of one representation versus another is therefore a matter of personal
preference or practical convenience.

The example under consideration is intended to illustrate that the techniques of
the Inversc Problem allow the construction, at least in principle, not only of a
Lagrangian (or a Hamiltonian) when they exist but also of alf possible Lagrangians
(or Hamiltonians) for the analytic representation of equivalent self-adjoint forms of
the system considered. These “degrees of freedom” are ther used to study the possible
identification of new first integrals, as well as for other applications (Charts A.6-A.12).

The methods for constructing representations (1) are the following. The trivial
function (la) is that producing the customary direct analytic representation

d oL JL
a _ﬁcj _aq {d + Psa {3}
All other Lagrangians produce an indirect representation; that is, they verify the rule
d éL* JL*
—— — — = [I(t, g, §){§ 4
i oq LIt 4. 4G + Dsalsa )

where, in accordance with Corollary A.1.1a, the quantities I(t, g, §) are first integrals.
For instance, Lagrangians L} and L¥ are constructed via the first integrals

I, =gcost + gsint, (5a)
L=@+4), (5b)

respectively.

Lagrarigians L, L¥,and L% are related by a chain of isotopies according to Equations
{A.2.12). Lagrangians L% and L*" are related, instead, by a Newtonian gauge trans-
formation, rule (A.2.1) or (A.2.3), because

24 d .
I3t L= A arctan S = £ J. dz S arctan < = Clg). 6)
q g dtd, =z z

All Hamiltonians of Equations (1) can be constructed via the Independent Inverse
Hamiltonian Probiem, that is, the methods for computing a Hamiltonian without
any necessary prior knowledge of a Lagrangian (Sections 1.3.8-1.3.12 and Chapter 4).
Hamiltonians H, H¥, and H*' are the Legendre transform of Lagrangians L, L¥, and
L%, respectively. The Hamiltonian corresponding to L¥ and the Lagrangian corre-
sponding to H% have not been given in Equations (1). Notice that the coordinates of
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all Hamiltonians of Equations (1) are the same. Nevertheless, their generalized
momenta are different, even for the case of the gauge transformations, The relationship
between these Hamiltonians is shown in Chapter 5.

The explicit computation of Lagrange’s and Hamilton’s equations with functions
(1) is a truly instructive exercise for the interested student because it permits a knowl-
edge of the structure of these fundamental equations which is often overlocked. We
refer, for instance, to the proper use of the total time derivative appearing in Lagrange’s
equations according to the full structure (#.10), or the crucial role of the theorem on
implicit functions (Theorem L.1.1.1) for the construction of the second-order equations
of motion from (first-order) Hamilton’s equations {(and vice versa). In turn, a sound
knowledge of the structure of Lagrange’s and Hamilton’s equations at the Newtonian
level is almost a necessity before passing to more complex branches of physics, such
as field theory.5®

In closing this example, I would like to express my gratitude to Eugene Saletan
who taught me the possible varieties of admissible Lagrangian representations for a
given system. In particular, the functions L3, L¥Y, H}, Hit, and H¥ were computed
for the first time by Currie and Saletan (1966} via conventional techniques.

Example A.2

The following two-dimensional conservative system (undamped and unforced
oscillators with acceleration couplings)

{mlfjl +miy + kg + kg, =0, (12)
m.dy +mydy + kg, + kg =0,
my € 2
H = det =mm, —m: #0, (1b}
m, Hiy
kiky k. #£0

is self-adjoint, as the reader is encouraged to verify with the use of Equations (4.1.12).
The methods for the construction of a Lagrangian are trivial in this case, yielding
the function

L = 30mdi + mqudy + mpd3) — 3k gl + ko192 + ko g3). @

When system (1) is written in the equivalent kinematic form

ék - ﬁc(Q) = 03 k= 1: 2 (33)

(f;() = i (mckc - mzkﬂ‘h + (mckz — my kc)Q2) (3b)
# \(mky, —mk)q, + (mk, — mk;)g,

mky — mpk. # mk, —mk, (3¢9)

it becomes non-self-adjoint. Thus a Lagrangian for the direct representation of
Equation (3a) via conventional Lagrange’s equations does not exist. Nevertheless,

3 The erroncous way of writing Lagrange’s equations in field theory (pointed out in foot-
note 5 of the Introduction) is often due to lack of sufficient study at the Newtonian level.
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system (3a) can still be directly represented by a variational principle. Indeed, the
following genotopy of the conventional Hamilton’s principle (Section A.2)

15] Tz
5*j aiL = — [ dili ~ f@horod =0 (da)
t 121
S*q* = hfdq, 6q' =en(t)e~ 0 (4b)
. 1 m2 —m‘_.
Ao 4
)=~ (mmc m) 4o)

produces the representation desired.

The example is intended to iliustrate the following aspects.

1. The acceleration couplings are often needed to reach a Lagrangian representa-
tion, in the sense that when they are elimitated via the theorem on implicit functions,
the emerging equations are often non-self-adjoint. This property has been illustrated
here with a conservative system. The reader should therefore expect an even greater
occurrence of the property for non-conservative systems.

2. When the acceleration couplings are used, they necessarily result in a peneralized
structure of a Lagrangian even for conservative systems, with an understanding that
such a generalized structure is necessary for Newtonian systems with non-self-adjoint
forces. Indeed, Lagrangian (2) is of type (A.2.15) because the extra term 4m. g, 4, does
not represent frec motion and cannot be incorporated into the additive term Ly, j,
because of its nonlinearity,

3. The genotopically mapped Hamilton’s principle (4a) does indeed allow the
representation of equations of motion in their non-self-adjoint form, but in a purely
Jformal treatment, in the sense that the Lagrangian, for the case considered, necessarily
remains generalized.

Example A.3

The following equations describe the motion of 2 Newtonian particle in a Euclidean
two-dimensional space with Cartesian coordinates

{mjc' + y(xi? 4+ 2yiy — xp?) = 0, n

mi + y(yp* + 2xiy — i) = 0.
Such a motion is highly nonconservative as a result of nonlinear velocity-dependent
drag forces. The use of Equation (.#.12) confirms the expectation that the system is

non-self-adjoint. The use of Theorem A. 1.1 establishes that the system is non-essentially
non-self-adjoint. A system of genotopic functions is given by

() = exp(% o + yZ))(é 0). @

The corresponding Lagrangian induced by Equation (A.1.10) is
¥ .
L= GXP(; rl)%mrz, r = (x, ¥). (3)

Predictably, this Lagrangian is of the generalized type; that is, it exhibits an essential
multiplicative term to that representing free motion, while the additive interaction
term is, in this case, null (up to gauge as well as isotopic transformations). A methodo-
logically significant aspect of this example is that the orbit of the particle is unstable.
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because of nonlinear velocity-dependent drag forces (e.g., motion in a viscous
medium). Thus the physical angular momentum is not conserved, ie.,

d

EEM——(rxmr);é() (C]
Nevertheless, Lagrangian (3) is invariant under rotations, The example therefore
illustrates semi-canonical breaking of the symmetry under the group of rotations, in

the sense of Chart A.12.

Example A4

The analytic, regular, nonlinear, and nonconservative system
3.2 3wy 12 P Y. =3 ?..3
(34} + @142 + G4 + 41d2)dz — 39291~ 3 d1qz
+ 34y + d2 + DG4 + 34143 + 341 + 460 = O, )
1414, + 16342
+ gy + 4y + DG 8F — 34,83 + 443 — D) =
is non-sclf-adjoint, as the reader can verify. The only possibility (see Problem A.1)
for the existence of a Lagrangian representation in the coordinate and time considered
is that the system is of non-essentially non-seli-adjoint type. In other words, Equation
(1) admits consistent conditions of self-adjointness (A.1.9) in the genotopic functions

IL. A study of these equations confirms that this is indeed the case. One solution in the
genotopic functions is given by

o = gereueo( (1), @

As expected from the Cauchy-Kovalevski Theorem, this solution is analytic too.
Theorem A.1.1 then applies and yields as one Lagrangian
L = e oGy 4] + 1) ®

The study of the possible existence of different genotopic functions, and thus different
Lagrangians, isotopically related to (3) is left to the interested reader.

Notice the need of five functions—four genotopic functions and one Lagrangian—
for the construction of the analytic representation being studied.

Example A5
Darboux’s construction of a Lagrangian in its original formuiation (Darboux, 1854)

is illustrated here for the case of the one-dimensional, non-self-adjoint system

{4 —q)
2

c'j—f(t,q,é)=0, f=2
The problem is to identify a solution L of the second-order quasilinear partial differ-
ential equation
62L L L oL
2 f + A A, Al MY
B 6q dgér  og
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which is consistent (because it verifies the condition of Theorem 2 of Chart A.3).

In this case the characteristic equations can be written

d dg  dg dM
17§ 204-9  2M)
tZ
n &L
= o
The first integrals are
. 2-
tqtz 1 _ u ?g—cj=v; Mt =m= F(u,v)
1

and the solution for M can be written

2, R 1 [{tq—q\ (2
mTL_ Feo 1M-da) 20,
8¢ elt;u, ) ot t t

where F is an arbitrary function of its arguments.
The solution for L is then

1 — p)
Lead =5 J; (z — q)F[(”t_zq); (T‘I - z)] dz

+ C(t, ) + D{t, 9)d.

and the consistency conditions for C and D become

ac  aD 0
o g
Assume now, for simplicity, F = 1, C = D = 0. Then
1 94 ¢
L=— @+ 25—z
224 + B2t

FL 1 PL 1 PL 2% 3. oL
3T oxag £t ag

FTE e

Thus
PL,, FL, PL AL
T gl T ga o
1. 1. 2 3¢ 4§

. . q
Tttt ETET R E

oo
t* t? NsAJsa

It should be stressed that Lagrangian (8a) is not unique.

4

(3)

(6)

9

©)

A comparison of Darboux’s approach with that used in these volumes is instructive.
The problem, according to Equation (A.1.8), is to solve h of the condition of self-

adjointness (A.1.11) for an equivalent self-adjoint form.
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One solution is given by k = 1/t%. This function is well defined on a star-shaped
region centered at the origin because trivially, the star-shaped condition refers only
to the g and ¢ variables. Method (A.1.10) for the construction of a Lagrangian then
applies, yielding Lagrangian (8a).

By recalling that Darboux’s approach is equivalent to that presented here (Problem
A1), in the former we must solve a second-order partial differential equation in a
Lagrangian, while in the latter we must solve a first-order equation in the genotopic
function / and then compute a Lagrangian through integrals (A.1.10). As a result,
when the use of any one of these methods presents technical difficulties, one can
attempt to bypass them by using the other one.

Example A.6.

We shall illustrate here a property (Section A.3) according to which coordinate
transformations can be self-adjoint genotopic, that is, capable of transforming a given
non-self-adjoint system into an equivalent self-adjoint form.

The one-dimensional system of the general second-order form

(@G +dsa =0, q#0, ey
is non-self-adjoint, yet the point transformation
g—q =13q @

turns system (1) into the equivalent self-adjoint form

d d
ex = 0,8 = (@) = % (i) = g + & 3
(@ sa §=-)=_12Wd)=q4+4 3
At the Lagrangian level this case can be expressed as follows
(d aL’ aL') - @)
oy " og) T
dq {d 6L 8L 1 .. .
-[2EZ-D) | -Peara] -0 ©
oq' \dt 8¢ 9q/sa Insa q NSA

L'=47 L=i¢¢

and illustrates Equations (A.3.20). Note the crucial role of the Jacobian in the trans-
formation from a self-adjoint form to an equivalent non-self-adjoint one. Notice that
it is also possible to obtain the Lagrangian representation in the original system by
using Theorem A.1.1 with integrating factors. Thus the use of point transformations
does not broaden the representational capabilities of Theorem A.1.1. Yet, these
transformations are often useful in practical applications, e.g., by turning a system of
partial differential equations {(A.1.9) in one coordinate frame into a possibly more
manageable form in a new coordinate frame.

Example A.7

We study here the relationship between the conservation of the (physical) total energy
and the symmetry under translations in time for the simple one-dimensional harmonic
oscillator

§4g=0, m=0 w=0 ' N
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The transformation under considerations is
to ' =t+ 1, ' (2

where the constant iy, is, at this point, finite. The corresponding transformations of
the g-coordinate is given by

q(t) — q(t) = gqlt — to) &)
The equations of motion is trivially form-invariant under this transformation
4@ + q(t) = §¢) + 4'(¢) G

which, therefore, constitutes a symmetry of the equation of motion.
We now introduce the familiar Lagrangian

L=}~ ) ©)
Its form-invariance is expressed by

. . ar
e =Lg.4) 5 =1 6
Thus, transformation (2} characterizes a finite, exact, noncontemporaneous symmetry
of L.

To use Noether’s Theorem for the identification of the underlying conservation
law, we must restrict transformations (2) to be infinitesimal of the first order. This can
be simply achieved by assuming ¢, = w e 0,. The transformation is of pure time-type.
Noether’s theorem then yields the (first-order) conserved quantity

dL )
I=- (q" i L)W = —H(g, §)w Q)
q .
which represents the physical total energy of the system.
As established in Section A.2, Lagrangian (5) is highly non-unique. Among all
possible isotopically mapped Lagrangians we consider the form (Example A.1)

L* =143 cost + $q°¢" sint — g*gcos ¢ (8a)
%* *
igj;_g ()iﬁg_%, a=4gcost+gsint (8b)
dt o4 dtdg .oq

Since this Lagrangian is now explicitly dependent on time, the original symmetry is
broken without affecting the conservation law of the total energy. This can be proved
by ignoring all Lagrangian representations and verifying the following rule within
the context of the equation of motion
H—%Eﬁa—f—qqﬂqqﬁi) ©)
q

Theorem 1 of Chart A.10 holds and a new symmetry which leads to the same conserva-
tion law exists. This new symmetry can be identified by noting first that the con-
temporaneous variation associated with transformations (2) which, in this case is given
by 61g = —gw and it is the variation appearing in the Noether’s identity for the
original Lagrangian.

We then construct the corresponding (still contemporaneous) variation §,9q
associated with L* via the methods of Chart A.10, which is given by
: 3 -4,
dxd = (t) dlg = a(t) (10
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A solution the {first order) inverse Noether’s problem is then given by

( aL* §
8 o) .
SLe= _L—’:I() = 0t 4, @w (11a)
aL* ¢
1ol "%
1, | 9 _ = N =
6*‘1 - Oﬂ(t) L* w ﬁ(tw q; Q)w (llb)
61g # —¢ Lt (lic)

The symmetry above is of mixed space-time type. This first proves that the conserva-
tion of the total energy is not uniquely associated with the symmetry of the Lagrangian
under translation in time and, second, illustrates Theorem 1 of Chart A.11, namely,
that the isotopical image of the a pure time transformation can be of mixed space~
time type. In fact, for a pure time translation we must have the condition
dlg=—gé% 12)

which is violated by symmetry (11) as expressed by (11c).

Problems

A.1 Prove that the formulation of the Inverse Lagrangian Problem by Darboux
(1891), Douglas (1941), and others,

PL g, PL o PL L
o of’ ToaFed? ToagFe o

is equivalent to that used in these volumes,

dor oL o
Ea_q" Y = [(g — 7). det(h) # 0,

that is, the existence of a solution L(¢, ¢, §) in one approach implies the existence of a
solution L (t,4,4)in the other approach and vice versa, up to equivalence transformations
within fixed local variables, such as the gauge and isotopic transformations of
Section A.2.

A2 Prove Lemma A2.1.

A3 Prove that, if a Lagrangian L admits two different isotopic images according
to the rules

4 ¥L*)* 6(L*')*2“|:h(2,,. d aL*t  aLxt
dt o o [* \dr aF aq Joalsa

felett-5.1)
di 34’ 6g'/salsa)sa
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the following reformulations of Hamilton's principle hold
12 tz 2
] J‘ dr(L*1)*2 = 5*2J. dtL*? = (52! f dtL
51 iy 1

5*2 k — ht_Z}k 5qi, (5*‘2)*1 _ h}lnh?}k 5an

A4 Study the equations of variations of the generalized Lagrange'’s equations
(15) of Chart 5.7. Identify the conditions under which the equations of variations reduce
to an equivalence transformation of Jacobi’s equations (Section 1.3.3)

d BJ aJ
wfts -2

PR i L i &L
=3 5oq " T 2mag " Y agaq 1’

finally, prove for the one-dimensional case that, when the function h is a first integral,
the equations of variations coincide with their adjoint {i.c., are self-adjoint, according to
the terminology of these volumes).

A5 Construct a Lagrangian representation for the non-self-adjoint Bessel
equation (see also Problem 1.2.2)

(8" +tq + (* — n*)glysa =0, 1 #0.
A6 Prove that the genotopic transformations
{h@IeMG + b(D)g + c(t)g]xsatsa = 0
{h[a(D§ + b(D)G + c()g — d()]xsatsa = 0

are verified by functions
b(7)
dt
e p{f a('t)}

hy, = exp{r dt w}, d(t) = j—f.
0

A.7 Prove that the following systems are non-essentially non-self-adjoint, and
compute a Lagrangian representation according to Theorem A.1.1:

b: b.q,
2 I k1fh k1‘1%

b, b.q,
g+ ¢ +2——+—+—=0,
2 g kiq:  kyqi

{ih + 2p(dy < d2)dy - 294192 + 2 = 0,
G2 + 29(gy + 42042 + 2v0190 + 41 =0,

a1+ %’PQ% + 1443 = 0,
4, + 345 + ¥4:45 = 0,
g3 + ds — g1 — g3 =0
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A8 Extend the analysis of Chart A.4 to the case with an explicit dependence on
time.

A9 Consider a free particle in a three-dimensional Euclidean space and the ten
first integrals which can be constructed through the use of the Galilel’s symmetry
(Chart A.9). Prove that only six first integrals are independent.

A.10 Consider a Lagrangidn for the free motion in three-dimensions, L = mi?,
its symmetry under the Galilei group G(3.1), and the related ten conservation laws
Ift, r, ) = 0. Construct an isotopic image L* of L via the techniques of Section A.2,
and then compute the infinitesimal symmetry G*(3.1} of L* which is isotopically related
to G(3.1), that is {Chart A.10), which leads to the same conservation laws I; = 0.
Identify the type of breaking of the original G(3.1) symmetry along the lines of Chart A.12.
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